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Abstract

Teaching effectively requires a clear presentation of the material being taught and in-

teraction with the students. Studies have shown that Tablet PCs provide a good tech-

nological support for teaching. The aim of the work presente d in this thesis is to design

a structure editor of handwritten mathematics that explore s the facilities provided by

Tablet PCs. The editor is made available in the form of a class library that can be used

to extend existing tools.

The central feature of the library is the de�nition of structu re for handwritten mathe-

matical expressions which allows syntactic manipulation o f expressions. This makes

it possible to accurately select, copy and apply algebraic rules, while avoiding the in-

troduction of errors. To facilitate structured manipulati on, gestures are used to apply

manipulation rules and animations that demonstrate the use of these rules are intro-

duced. Also, some experimental features that can improve th e user's experience and

the usability of the library are presented. Furthermore, it is described how to integrate

the library into existing tools. In particular, Classroom Presenter, a system developed to

create interactive presentations using a Tablet PC, is extended and used to demonstrate

how the library's features can be used in some teaching scenarios.

Although there are limitations in the current system, tests performed with teachers and

students indicate that it can help to improve the experience of teaching and learning

mathematics, particularly calculational mathematics.
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CHAPTER 1

Introduction

Teaching effectively requires a clear presentation of the material being taught and in-

teraction with the students. The more the students feel invo lved, the better they will

follow and understand the lectures. Teaching mathematics i s no exception, and being a

subject that many students �nd dif�cult, a clear and interacti ve presentation becomes

even more important. A good way to capture the attention of th e students (or of an

audience in general) is to show in real-time how the results p resented are used or ob-

tained. For example, showing in real-time the steps of a calculation helps understand-

ing how the �nal result was attained and how to use the mathemat ical rules that were

applied.

For many decades, the blackboard was used in lectures as the main tool of instruction.

The blackboard is useful to keep a record of what is being disc ussed and to present

the material. Its �exibility is one of its great advantages a s it allows to easily add new

information when it is needed. However, it has some drawback s:

� the material has to be written during the lecture — which can l ead to errors and

uses valuable time that could be spent explaining and discus sing the material;

� at the end of the lecture, the blackboard is rubbed off — the st udents have to

copy the material during the lecture making it more dif�cult t o pay attention to

the lecturer's explanations; also, if the lecturer wants to use the same material for

another lecture, they have to rewrite it again.

� when no space is left, parts of the material have to be cleared from the blackboard,

making it more dif�cult to relate material given later in the l ecture with material

that was already cleared.
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CHAPTER 1: INTRODUCTION

The ideal would be to write in advance all the material that is going to be presented,

and leave for the lecture time only the parts that should be ac complished by discussion

and interaction with the audience. Also, it would be good to p rovide at the end of the

lecture a copy of the material presented, so that the audience could print it and study

it. A presentation technology that helps achieve some of the se points is the overhead

projector where one places transparencies containing the lecture's material. For many

years this was a very popular way of lecturing. However, tran sparencies are not easily

edited and the discussion during the lectures is usually rec orded on the blackboard,

whose drawbacks were presented before.

In the last decade, the use of computers connected to data projectors has become the

most popular presentation technology. The presentations commonly consist of elec-

tronic slides which are prepared in advance and easily made a vailable after, or even

before, the lectures. This is a clear and, usually, organised way of making a presen-

tation. Nevertheless, the electronic slides are generally �xed and work more like a

guideline to the lecture than as a medium for discussion and i nteraction; it is dif�-

cult to adjust them during the presentation which does not en courage interactivity. In

mathematics lectures there is a need to provide examples and details according to the

students responses and also to freely interact with the stud ents and adapt the slides.

Thus, electronic slides are not the most appropriate to teach mathematics. But the lack

of �exibility of the electronic slides is not the only proble m: as the traditional input

devices for computers are the mouse and the keyboard, it is hard and laborious to

write electronic slides containing mathematics. In fact, i t is hard to write any kind of

document containing mathematical notation using an ordina ry computer.

The goal of this project is to design a structure editor of han dwritten mathematics. The

editor is oriented for Tablet PCs and its aim is to help with te aching mathematics by

providing a way to manipulate the structure of mathematical expressions [Men08]. The

main mathematical method supported by the library is the calculational methodwhich

is detailed in section 1.2.

The technical development of the editor is divided in two mai n parts. First, a class

library (called MST library1) that implements mechanisms for creating and manipulat-

ing the structure of handwritten mathematical expressions is provided. The library

also implements a mechanism that allows structure manipula tions using gestures and

a mechanism that allows structure manipulations to be shown step-by-step. The details

1MST stands for MathspadTablet.
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CHAPTER 1: INTRODUCTION

about this class library are presented in chapters 3 and 4.

Second, to demonstrate that the MST library can be easily integrated into other tools,

and to illustrate the concepts implemented, the library was integrated into the prize-

winning tool Classroom Presenter. The details about this integration are shown in chap-

ter 5.

1.1 Writing mathematics using a computer

As mentioned in the previous section, it is hard to write math ematics using a computer.

The dif�culty is mainly due to its usual input devices: the key board does not support

all mathematical symbols and the use of the mouse to click in b uttons to input the sym-

bols is time-consuming. To overcome this problem, language s like LATEX and MathML

were created and, in fact, they are very useful and widely use d. However, their use

requires a huge mental effort from the user to transform math ematics into valid LATEX

or MathML code.

Applications like Mathspad[Ver00, BV97], Scienti�c WorkPlace[sw10] , MathMagic[mm12]

and MathType [mt12] were also created to simplify the writing of mathematics. B ut

their input devices remain the keyboard and the mouse, which still present some dif�-

culties to the end user.

Clearly, writing mathematics using pen and paper is much mor e natural2 and easier

than using a computer. But one problem with this approach is t hat the paper is not

digital. It is possible to scan the paper (off-line data), to store it in a digital format, and

to recognise the handwriting directly from the image. Howev er, this is not dynamic

and does not offer the possibility of editing the piece of pap er as much as one would

like or need.

It is of great interest to combine computer �exibility with h andwritten simplicity to

write and present mathematics, and that can be achieved by using a Tablet PC or any

other device that provides ink collection (usually called p en-based technologies) —

i.e. that allows input of handwriting. Although these devic es facilitate the writing

of mathematics, the available software does not allow us to e dit and manipulate the

structure of the mathematics used in areas such as algorithmic problem solving [ Bac11,

VB99, Bac03, Bac01]. Existing applications are more concerned with the recogn ition and

2In this thesis, the adjective natural is often used to descri be features or methods that are simple to use

and do not interfere with the user's thought.
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CHAPTER 1: INTRODUCTION

evaluation of mathematical expressions than with the way of doing mathematics. Also,

the majority of these tools do not allow combined writing of m athematics and text,

which is needed to write mathematical presentations. In gen eral, tools for handwritten

mathematics do not recognise text while tools for handwritt en text do not recognise

mathematics.

This project is aimed at ful�lling the need of writing and pres enting mathematics in an

effective, �exible and also reliable way. The purpose is to p rovide a base for a system

that assists in the process of doing mathematics and, in particular, provides structured

manipulation of mathematical expressions. The system is or iented to the mathematics

used in algorithmic problem solving and will be capable of re cognising and editing

mathematics written on the Tablet PC's screen. However, the focus of this work is not

on recognition but, instead, it is on how to create structure from recognised handwrit-

ten mathematics and on how to allow its manipulation.

1.2 Calculational method

Two decades of research oncorrect-by-constructionprogram design have created a new

discipline of algorithmic problem solving and shed light on the underlying mathe-

matical structures, modelling, and reasoning principles. Starting with the pioneering

work of Dijkstra and Gries [ DS90, GS93], and in particular, through the development

of the so-called algebra of programming[BM97, BH93], a calculational style[Bac01, vG90]

emerged, emphasising the use of systematic mathematical calculation in the design of

algorithms. The realisation that such a style is equally app licable to logical arguments

[DS90, GS93] and that it can greatly improve on traditional verbose proo fs in natural

language has led to a systematisation that can, in return, also improve exposition in

the more classical branches of mathematics. In particular, lengthy and verbose proofs

(full of dot-dot notation, case analyses, and natural language explanations for “obvi-

ous” steps) are replaced by easy-to-follow calculations pr esented in a uniform format 3.

Moreover, each step of a calculational proof is usually accompanied by a hint justifying

the validity of that step. The following is an example of a cal culational proof:

3The format used is due to Wim Feijen.
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A

= f p g

B

( f q g

C

the above is written to prove that A ( C. A, B and C are expressions, andp and q are

hints why A = B and B ( C, respectively. Some relevant advantages of this format are

that the hints reduce the search space, there are no repeatedintermediate expressions,

and it can be immediately concluded that A ( C, just by looking at the �rst and last

expressions and at the relations connecting them. Another i mportant aspect of this

format is that it forcesthe writer to provide explanations for each step.

Furthermore, while many mathematicians transform formula e only after interpreting

them, exponents of the calculational method prefer to work w ith uninterpreted formu-

lae and manipulate them according to their symbols and assoc iated rules (i.e., let the

symbols do their work). One of the incentives for the work pre sented in this thesis is

the belief that the systematisation of a calculational styl e of reasoning, proceeding in a

formal, essentially syntactic way, can greatly improve on t he way proofs are presented.

This view is supported in a recent study that, through a quant itative analysis, shows

that students seem to prefer or understand better calculati onal proofs [ FM09].

1.3 Objectives

Some studies have shown that the use of the Tablet PC in lectures can improve teach-

ing [ Cro08]. A study made using Classroom Presenter, a system developed to create

interactive presentations using a Tablet PC, indicates that the use of a Tablet PC allows

the lecturer to cover more material in the same period of time or to spend more time

explaining and discussing the displayed material. Also, th e same study claims that

the students think that this is a good teaching method. More de tails of this study are

presented in [Oli05]. Similar studies, that also support the use of Tablet PCs in the

classroom, are detailed in [Fit04] and [SAHS04].

Tablet PCs are now widely available with handwriting recogn ition built into the soft-

ware. Generally, the text recognition software is extraord inarily effective but it falls
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down badly when mathematical expressions (including compu ter programs) are in-

cluded in the text. Moreover, because the internal representation of what has been

written is hidden, it becomes dif�cult to modify the handwrit ing. Even worse, mod-

i�cations can be unreliable. In the last few years, much effor t has been done to im-

prove mathematics recognition and many projects on recogni tion of mathematical ex-

pressions are currently taking place. Some of these projects are mentioned and brie�y

detailed in section 2.3.

The goal of this project is to develop a system that will assis t in teaching the dynamics

of algorithmic problem solving [ Bac11, VB99, Bac03, Bac01]. The system must allow

straightforward, �exible and reliable manipulation of doc uments containing substan-

tial amounts of non-standard mathematical expressions [ GKP94, vG90, GS93, GFvGM90]

(non-standard in the sense of not being the sort of mathemati cs that is a well-accepted

part of pre-university mathematics education).

The Mathspad system [BV97] developed by Richard Verhoeven under the direction of

Roland Backhouse, and �rst released in the mid 1990s, is a structure editor for mathe-

matical documents that has proved very convenient for writi ng research articles across

a wide spectrum of computing science. But of course, given th e time that it was devel-

oped, it assumes keyboard/mouse input, and keyboard/mouse manipulation of docu-

ments. The goal is to develop a system akin to the Mathspadsystem that uses handwrit-

ten input and pen gestures to manipulate a document. However , this system will be

oriented to the teaching and presentation of mathematics ra ther than the preparation

of technical documents in a conference style format. The bene�ts for teaching algorith-

mic problem solving with this system can be enormous. It will be possible to demon-

strate the dynamics of problem-solving in a manner that impr oves on blackboard-style

teaching by exploiting the reliability of computer softwar e in copying and manipulat-

ing structured information.

As previously mentioned, the system should provide �exibil ity and reliability in the

manipulation of documents containing mathematical expres sions and in the syntactic

manipulation of formulae. The main object of the syntactic m anipulation features will

be algebraic calculations. For example, one of the goals is to apply actions to a partic-

ular expression automatically — automatically in the sense that the user does not have

to determine the result of applying the action. As an example , consider the following

expression:

a_ (b^ c)
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Knowing that _ distributes over ^ , it would be useful to apply the distributivity rule

automatically rather than manually. Not only would it avoid the introduction of errors,

but it would also require less effort from the user. By using a button or a gesture, the

distributivity rule would be applied and the following resu lt obtained:

(a_ b) ^ (a_ c)

The way this will be achieved is detailed in section 4.9.

The system developed does not know which actions can be appli ed to a certain expres-

sion. It only has the general knowledge of how to apply the rul e. Checking the validity

of applying it to the expression is the responsibility of the user. The user should be

in control of the mathematics being used. As a result, the lib rary allows the rules to

be applied freely, allows the de�nition of new binary operato rs in runtime, and also

allows the rede�nition of binary operators (that is, changin g the operators precedence

and the way that they associate).

The system allows the application of several known rules (li ke distributivity, associa-

tivity and symmetry) automatically. This ensures some of th e reliability and �exibility

desired. Moreover, it helps to avoid the introduction of erro rs since the system (if ev-

erything goes as expected) will apply the rule exactly as ins tructed.

Another feature included in the system is a limited form of co mbined writing of text

and mathematics that can be used to annotate algorithms and to justify steps in calcu-

lations.

Furthermore, it provides facilities to write and edit algor ithms and calculational proofs

(mentioned in section 1.2). As said before, this system will be used, in particular, to

teach algorithmic problem solving and the interactive natu re of the system is crucial to

achieve this goal. In particular, it supports the writing of algorithms using the Guarded

Command Language (GCL)[Dij76]. Figure 1.1 illustrates an example of an algorithm

written in GCL.

In summary, this project has the following goals:

� To develop a structure editor — in the shape of a class library — for structural

editing of mathematical expressions using handwritten inp ut. The editor is ori-

ented to the mathematics that is used in algorithmic problem solving [ Zei99,

Bac03, Pol57, GKP94], but is also general-purpose. The library is a proof of con-

cept, capable of being further developed into a professiona l product;

8
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f M > 0 ^ N > 0g

m, n := M, N;

f m gcd n = M gcd Ng

do

n < m ! m := m � n

2

m < n ! n := n � m

od

f m = n = m gcd ng

Figure 1.1: Euclid's algorithm written using the GCL.

� Demonstrate the use of the library's features to support som e teaching scenarios

for algorithmic problem solving presented in [ Fer10];

� Integrate the class library into an external tool to show tha t it can be easily used

by other programmers and researchers.

1.4 An example task

As mentioned in the section 1.3, one of the goals of this project is to support the teaching

of mathematics. Examples of what can be taught in a maths lecture, together with

suggestions on how to teach it, are presented in the teaching scenarios shown in [Fer10].

To illustrate how the system can be used during a lecture, a de monstration of how it

can be used to help with the presentation of Scenario 1in [ Fer10] is shown. The problem

presented in Scenario 1is the following:

Problem: Prove that the product of four consecutive positive natural numbers cannot

be the square of an integer number.

Following the solution presented in this scenario, the �rst t hing that the teacher would

write would be the goal:
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where S.n is de�ned to be true only when n is the square of an integer. In order to pro-

vide a justi�cation for why the predicate S.(n� (n + 1)� (n + 2)� (n + 3)) is false, the

teacher should manipulate this predicate until it gets to a p oint where it is clear that the

predicate is false. Having nothing else to do, the teacher should start by manipulating

n� (n + 1)� (n + 2)� (n + 3) by using the property that multiplication distributes over

addition. As distributivity can be applied to this expressi on in three different ways,

it is important that the right choice is made. In the scenario , it is recommended that

the teacher asks the students which alternative should be chosen. To decide what is the

best alternative, it would be desirable to copy the expressi on three times and apply dis-

tributivity to each copy separately. To do that using the sys tem, the teacher can follow

the following steps:

1. continuously perform a double tap over the multiplicatio n operator to select the

expression inside brackets (as distributivity will be appl ied to this subexpres-

sion); press and release the side button of the pen to make a copy of the selection

(alternatively, the Checkgesture can be used); make a tap in each position where

the copies should be placed (this will put a copy of the select ion starting at the

point of the screen that was tapped):
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2. use symmetry of multiplication to put in place the express ion that will be dis-

tributed (e.g., in order to distribute n� over (n + 2) in the expression n� (n +

1)� (n + 2), the symmetry of multiplication is used to move (n + 2) to the im-

mediate right of n� obtaining n� (n + 2)� (n + 1)) — that is done by using the

UpDown gesture over the operator between the two expressions to be swapped;

note how the use of symmetry, which is usually left implicit, is made explicit by

the tool:

3. use theSemiCircleRightgesture to apply distributivity — the semi-circle should

start over the operator that is to be distributed and �nish ove r the operator through

which it will be distributed (alternatively, the teacher ca n select the operator to

be distributed, drag it, and drop it over the operator throug h which it will be

distributed):

11
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The result obtained is:

4. for each copy, apply symmetry and distributivity several times and in different

ways. The use of strict syntactic manipulation results in th e following expres-

sions:

Note that, as this system does syntactic manipulation, expr essions like n� n and n� 1

are not simpli�ed. However, the user can use Leibnizto simplify them.

Now, having the results of applying distributivity in three different ways, the teacher

can ask the students which option they think is the best to use in this problem. The

discussion should lead them to choose the one that is more symmetrical4, that is,

(n2 + 3� n)� (n2 + 3� n + 2).

This example shows how some of the features of the library can help with teaching.

The aim of this example is to give the reader a better idea of th e type of tasks that this

library supports.

1.5 Contributions

The main contributions of this thesis are the functional and technical designs of a struc-

ture editor for handwritten mathematics with an emphasis on algebraic calculations

4In general, algebraic symmetry is a technique useful to simp lify calculations. For more details, the

reader is referred to section 3.2 of [Fer10].
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and oriented for teaching presentations. The central feature of the editor is the de�ni-

tion of structure for handwritten mathematical expression s. This allows syntactic ma-

nipulation of the expressions making it possible to accurat ely select, copy and apply

algebraic rules to expressions while avoiding the introduc tion of errors. To facilitate

the structure manipulation, gestures are used to apply mani pulation rules. In gen-

eral, the gestures for each rule match the visual idea that is usually associated with

the application of the rule (for instance, for distributivi ty a semi-circle starting at the

operator that will be distributed and ending over the operat or through which it will

be distributed is used — this matches the visual idea that one operator will be prop-

agated over the other). This makes the use of gestures more natural than the use of

buttons to trigger the rules. Furthermore, it is possible to edit the association between

gestures and rules so that users can customise the system to match their own “visual

idea” of the rule. In the context of teaching, applying an alg ebraic rule and obtaining

the result instantaneously may not be good enough. With this in mind, a mechanism to

support the animation of certain structure manipulations i s provided. The purpose of

these animations is to show, step-by-step, how a rule is appl ied to an expression. The

feedback from students suggests that animations can help students understand how

the rule works (see chapter 6).

The main end-product is a class library that implements the f eatures described above.

This class library is implemented in C# and was created in a wa y that makes it easy

to be used and extended by other programmers. In particular, it can evolve with new

technological developments: for instance, it is possible t o connect other parsers and

recognisers to it; this is advantageous since the area of handwritten recognition is still

evolving.

To illustrate how these concepts can be used in existing applications, the class library

is integrated into Classroom Presenter, a Tablet PC based system for ink based teaching

presentations and classroom interaction. Also, some experimental features that may be

useful for teaching and writing presentations, like user-d e�ned handwritten templates

and automatic space adjustment inside expressions, were developed (details will be

presented in Chapter 4).
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1.6 Structure and organisation

Before presenting the technical and functional designs of a structure editor for hand-

written mathematics, chapter 2 explains in more detail what is meant by structure edit-

ing and provides an overview of pen- and touch-based technol ogies currently avail-

able. A list of tools that support recognition of handwritte n mathematics is shown and

the limitations and tendencies of current technologies are discussed.

In chapter 3, the functional design of the system developed is provided. The require-

ments of the project and the decisions that were made are described.

Chapter 4 describes the technical design of the system. The most important features

are described and details of their implementation are given . The chapter ends with the

description of experimental features that may be further de veloped in the future.

Because the �nal product of this project is a class library, in chapter 5 it is shown how

external tools can import and use the features provided by th e library. To illustrate

that the library can be easily integrated into other tools, t he chapter also describes its

integration into the prize-winning tool Classroom Presenter.

Chapter 6 presents the results obtained from usability and suitabili ty tests that were

performed to assess if the library's features are usable and suitable for their intended

purpose. The testing was carried out with both teachers and s tudents.

Finally, in chapter 7, a discussion of the achievements and the limitations of the work

developed is shown. After demonstrating how the current pro totype supports the ini-

tial goals, some directions for future work are presented.

After the conclusion, some de�nitions of important terms tha t are assumed to be known

(and are not de�ned within the body of the thesis) are presente d.
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CHAPTER 2

An overview of pen/touch-based

technologies and structure editing

This chapter explains what structure editing is and present s some examples of editors

that provide some sort of structure editing capabilities. A n overview of the pen- and

touch-based technologies currently available and a list of tools that support recogni-

tion of handwritten mathematics are provided. Limitations and tendencies of current

technologies are brie�y discussed.

2.1 Structure editing

The purpose of an editor is to allow interactive creation and modi�cation of documents.

Although most editors solely have the knowledge of how to dis play the documents

that they support, some are aware of the document's underlyi ng structure — these are

called structure editors. In a structure editor, the content of its documents is store d in a

structured way so that actions can be performed against that structure.

Nowadays, people often deal with structure editors without even noticing. For exam-

ple, in text editors that support spell-checking, when some one writes a word that the

system does not recognise, it highlights that word and sugge sts other terms; if someone

starts a sentence with a small letter, the system tries to capitalise it, as it thinks that this

is the structure that the document should have. Thus many tex t editors are structure

editors. Spreadsheet applications are another example. A spreadsheet is made of mul-

tiple cells that together form a grid of rows and columns. Bei ng aware of this structure

makes it possible to select columns of numbers and calculate their average, and rows
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can be sorted according to some criterion.

Other examples of structure editors are tools like Vim [vim12] and the integrated de-

velopment environment (IDE) Microsoft Visual Studio. These tools support, for instance,

syntax highlighting and bracket matching, which help when w riting in a structured

language — such as a programming language — by making structu res and syntax er-

rors visually explicit. These features are made possible because the tools are aware of

the underlying structure of the documents they support.

The tools mentioned above are not “advertised” as structure editors. In fact, it is un-

usual to �nd tools that clearly state that they are structure e ditors, since the structure

editing happens “behind the scenes”. One tool that is clearl y “advertised” as a struc-

ture editor, is the Mathspadsystem [BV97]. Mathspadis a structure editor for mathemat-

ical documents that has proved very convenient for writing r esearch articles across a

wide spectrum of computing science. The goal of this system i s to make it possible

to write mathematical documents in which mathematics and te xt are completely in-

tegrated. It aims to assist in the process of doing mathemati cs rather then obtaining

results. Its main features are expression manipulation and a system for de�ning and

using structured templates (called stencils).

In terms of expression manipulation, Mathspad provides functions for rearranging ex-

pressions, and for �nding and replacing mathematical expres sions with a given struc-

ture. The functions provided for expression manipulation a re Copy, Swap, Reverse, Dis-

tribute, Factorise, Group, Ungroup, Apply, Find and Rename. These are applied by using

multiple selections and by choosing from a menu the function to be applied.

Regarding the Mathspad stencils, they are �les describing the visual and logical str uc-

ture of notational elements in a document. This feature is ve ry important because it

does not restrict the user to a certain set of notations. The user can de�ne and rede�ne

their own notations. This is important in research since new theories may involve new

notations. Also, as it is impossible to provide a system that supports every single exis-

tent notational convention, the fact that anyone can de�ne th eir own notations makes

this system widely usable and �exible.

The Mathspadsystem has inspired the project presented in this thesis. The ultimate goal

of Mathspadwas to provide a system that could eliminate the use of pen and paper for

the calculations of the intended users of the system. However, that did not happen

and they believe the main problem lies with computers and not with Mathspad (see

page 15 of [BV97]). One of the main problems with the “common” computer is tha t it
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receives its input through the keyboard and mouse. The keybo ard is very limited in

keys and it does not support all the mathematical symbols. To provide support for all

the symbols, one would have to create many combinations of ke ys or different writing

modes, which can be very confusing. Using the mouse to select symbols from a menu

can be a solution, but it is very time-consuming. Also, both s olutions interfere with

the users thought as the users have to focus on the input of mathematical symbols

rather than on the calculations. In an attempt to address the se problems, this project

was born. The system developed aims at making the input of mat hematics easier by

providing handwritten input. Its principal goal is to make i t more intuitive to apply

rules in a calculation and to show to an audience how the rules are applied. In the rest

of this thesis, it is shown how these goals are met. However, as the reader will have the

opportunity to see, the system is still some steps away from p roviding simple input for

mathematics.

2.2 Pen- and touch-based technologies

In the last few years, the interest for hardware tools that al low alternative input to

the keyboard and mouse has grown quite spectacularly. The re lease of touchscreen

gadgets into the market, specially smartphones, has made this type of technology very

popular. These gadgets have had a great reception as their interface is easy to use and

most people already know how to use them. Moreover, with the re cent release of touch

tablets into the market (the iPad, Samsung Galaxy Tab, etc),it seems that the industry is

moving towards pen- and touch-based technologies. However , technology that allows

alternative input has been around for quite a long time: the �r st Tablet PC appeared in

the 1950s!

Throughout this thesis, when the term Tablet PCis used, it refers to a computer with

an Electromagnetic Digitizer. With this type of digitizer, a special pen is needed as a

pointing device. This pen is a stand-alone device containin g all the circuitry needed to

interact with the computer. Other types of digitizers, whic h will be referred as touch-

screens, accept as pointing device any object (�nger, normal pen, etc ). These digitizers

have some disadvantages. For instance, they only detect actions when the pointing

device touches the screen — no hovering is detected. Also, asno special device is used,

the input is too imprecise — specially when it concerns to han dwriting.

Many tools that allow input from stylus, �nger or some other dev ice to touch the
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screen, only allow one input touch at a time. However, some to ols allow two or more

input touches simultaneously — these are called multi-touc h devices1. The multi-touch

ability is mostly used in visual manipulation of contents (r esizing of images, rotation of

objects, navigation through maps, etc) as it provides a very intuitive interface for these

tasks.

Nowadays, some computers are equipped with both a digitizer that requires a stand-

alone pen and a touchscreen. A problem with these machines is that, when using the

pen, the user tends to rest his wrist against the screen which will trigger actions that the

user does not want to start. Thus, the touchscreen tends to interfere with the use of the

pen. This situation may change soon as Microsoft Research is currently trying to com-

bine the use of pen and �nger to increase functionality and imp rove user experience.

The name of the project that explores this is Manual Deskterity[HYP+ 10] and it inves-

tigates how one should use pen and touch in interface design. The conclusion they

have reached is the following: the pen writes, touch manipul ates, and the combination

of pen and touch yields new tools. ( Their system already over comes the problem of

“wrist resting against the screen”.) The techniques explor ed in Manual Deskteritywere

implemented in the Microsoft Surface[Mic12] with a special pen constructed for the

purpose.

The Microsoft Surfaceis a multi-touch computer that responds to natural hand gest ures

and real-world objects. The key features of this system are:

� users can use their hands to grab digital information and use touch and gestures

to manipulate the on-screen content;

� it supports multiple users — several people can use the system simultaneously

and interact with each other;

� it supports multi-touch;

� and �nally, it supports object recognition — users can place r eal-world objects on

the screen and the system will recognise them.

The Microsoft Surfaceis already in use in many companies. This device, together wi th

the Manual Deskterity, are possibly a preview of what computer systems will look li ke

1Some authors de�ne multi-touch as the ability to simultaneo usly register three or more distinct input

touches. However, in this thesis, the term multi-touch is us ed to refer to the ability to register more than

one input touch at a time
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in a near future.

Another example of a system that combines pen and touch is the Touch & Write[LREND10].

The Touch & Writeis a novel rear-projection tabletop that combines infrared technology

for the normal touching with the digital pen technology for h igh resolution handwrit-

ing. This allows implicit detection of pen and touch use, whi ch is good to create sys-

tems where the touch and pen do not interfere with each other. Similarly to the Manual

Deskterity approach, they use in their software ( LeCoOnt) touching actions for visual

manipulation and pen-actions for drawing, for connecting c oncepts, and for handwrit-

ing. The LeCoOntis concept mapping software.

The touch- and pen-based technologies are used in many tasks. They are used, for ex-

ample, for geometric constructions [ MK04], for styling design of 3D geometry [ KDS06],

sketching in the hardware-software integrated interactiv e product design process [Nam05],

for creating dynamic mathematical illustrations [ LZ04], for 3D role modelling for chil-

dren [LWD08], and to assist web designers in the early stages of web design [LNH + 01].

An area where these technologies have attracted special attention is education. In par-

ticular, the Tablet PC has attracted much attention as an aid for teaching, as it can be

used with a projector to allow interactive presentations — w hich has been shown to

be successful with the students (this has been mentioned in more detail in section 1.3).

This success possibly led to the creation of interactive whiteboards.

An interactive whiteboard(IWB) is a large display that is connected to a computer and

a projector. The screen of the computer is projected onto the display and the user can

control the computer by using a pen, �nger or other device agai nst the whiteboard.

This resembles the traditional blackboard while bringing t o the classroom/workspace

the computer capabilities. Other than in the classroom, the IWBs are used in a variety

of settings. These include corporate board rooms, brainstorming sessions, collaborative

live training and more. IWBs are very useful to promote inter activity with an audience.

In conclusion, there is a wide variety of technologies for pe n and touch input. These

technologies are used in many distinct areas and they are getting better and better.

These technologies are now rapidly evolving and it is quite d if�cult to keep up with all

the developments in the area. The goal of this section is to give the reader an idea of

what is currently available.
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2.3 Software for handwritten mathematics

In this section, some of the tools and packages that are capable of receiving handwritten

mathematics as input and recognise it, are presented. For each of these tools, a brief

summary is given.

MathJournal [mju12, WD03] is an interactive tool for the Tablet PC that provides a

natural and intuitive environment for mathematical and eng ineering problem solving.

The software recognises, interprets and provides solution s for handwritten or hand-

drawn mathematical and engineering constructions. This to ol recognises a great num-

ber of mathematical symbols. It evaluates several kinds of m athematical expressions

and, given an expression, plots the corresponding graph. Th is application is available

for the Windows operating system.

JMathNotes [jmn11] is a JAVA application that recognises mathematical expressions

written on the screen and provides manipulation and correct ion of the expressions via

menus and gestures. It produces LATEX and generates output suitable to use in word

processors and symbolic computation. It also provides alge braic manipulation through

the computer algebra system Mathematica. This application i s free software and can be

modi�ed or/and redistributed under the terms of the GNU Gener al Public License. It

can be used in Windows, Linux or any other Unix platform. This project seems to have

been abandoned since its webpage is no longer available and no current information

about this project could be found.

Natural Log [nlu03, Mat99] is an applet written in JAVA that was created as a demon-

stration tool for the concepts presented in Nicholas Matsaki s' Master Thesis. It recog-

nises all the basic mathematical symbols, some Greek letters, summations, fractions

and square roots. It does not recognise integrals nor subscript notation. This applet

produces LATEX and MathML and does not evaluate mathematical expressions.

The software packageCaltech Interface Tools (CIT) [cit12] is free software and recog-

nises handwritten mathematical characters. The CIT code requires training data which

creates user speci�c handwriting pro�les. Little informatio n can be found about this

software package and it seems to be an abandoned project. However, in 2004, the cre-

ators of the Math Speak & Write tool have created a DLL (Dynamic-link library) that

contains all of the CIT handwriting recognition code and mak es it easily accessible

through a small number of functions.

Math Speak & Write [msw12] system is designed to facilitate mathematics input using
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both voice recognition and handwriting recognition. This s ystem was written for Mi-

crosoft Windows in the C# programming language. It uses a com bination of Microsoft's

Ink system to collect ink strokes and their DLL version of the CIT Handwriting Recog-

niser for the recognition of the handwriting. For the speech recognition they use the

Microsoft's Speech SDK 5.13 with a custom grammar.

Freehand Formula Entry System [ffe05, Smi99] allows the freehand entry and editing

of formulae using a pen and tablet. Automatic handwritten fo rmula recognition is

then used to generate a LATEX command string for the formula. It is implemented in

C++ and Tcl/Tk and it is distributed under the GNU General Pub lic License. This

system recognises input using a character recogniser (the CIT, mentioned above) and an

expression parser (DRACULAE). It can be used either in Linux or Windows (through

Cygwin [ cyg12]). The latest version of this system was released in May 2004.

Java Interactive Mathematical Handwriting Recogniser (JI MHR) [jim12] is a tool that

processes handwritten input through a mouse or a pen and outp uts the corresponding

mathematical formula in real-time as an image and either as LATEX or MathML. This

program allows the user to correct any mistakes resulting fr om misclassi�cation or to

rearrange the symbols to suit their needs. JIMHR runs in Unix, Linux and Windows.

This system is based on the Natural Log and Freehand Formula Entry System that

were mentioned previously.

The MathBrush [mbu12, LLM + 08] system allows the user to enter mathematical ex-

pressions with a pen, recognise them and send the expressions to a computer algebra

system which will provide a �nal result. This system was desig ned to provide an envi-

ronment for experimenting with the various components need ed for doing mathemat-

ics with pen-based devices. This tool has some gestures de�ned and they were chosen

to be similar to the ones that the user uses while writing usin g pen and paper and also

to be consistent with other pen-based applications. An impo rtant feature of this tool

is that it provides logging of mathematical manipulations. This means that it keeps

track of all the user's actions in one math sheet. This is a currently active project and

its recognition capabilities seem very accurate.

Another existing tool is Infty Editor [ieu12, FKS03]. This editor has online recognition

of handwritten mathematical expressions and as soon as a character is written, it is

automatically rewritten as neat strokes in an appropriate p osition and size. This editor

provides output in several different formats: L ATEX, MathML, PDF, etc. This system can

communicate with the computer algebra system Mathematica and it is planned that in
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the future it will communicate with various computer algebr a systems.

MathPad 2 [mat06, LZ04] is a system for the creation and exploration of mathematica l

sketches. It is based on a novel concept of mathematical sketching, making dynamic il-

lustrations by combining handwritten mathematics and free -form diagrams. MathPad 2

is designed so a user can create simple illustrations as if they were working with pencil

and paper.

MathPaper [mat12, ZMLL08 ] is another tool that recognises handwritten mathematics.

It allows free-form handwritten entry of multiple mathemat ical expressions to provide

symbolic and numerical computational assistance. It uses real-time recognition and

supports gestural and widget-based interactive editing. T his tool also explores novel

approaches to entering and manipulating matrices and allow s handwritten entry of

mathematical algorithms.

AlgoSketch [LMZL08 ] was created in the context of the MathPaper project and it is a

pen-based algorithm sketching prototype with supporting i nteractive computation. It

allows writing and editing of 2D handwritten mathematical e xpressions in the form of

pseudocode-like descriptions to support the algorithm des ign and development pro-

cess.

Starpad SDK [sta12] provides a convenient interface for a broad layer of pen-ce ntric

functionality in addition to some research functionality. It includes an interface to

stroke-level operations, a recognition library for handwr itten math and gestures, some

UI techniques such as GestureBar [BZW+ 09], and a pen- and gesture-based application

shell supporting selection, undo, zooming, text input, ima ges, and save/load. This

project can be used freely for non-commercial use.

MoboMath [mob12] allows handwritten input of mathematics and translates it into

a formatted layout that can be copied and used in Microsoft Wor d, Maple, MathML,

TEXand LATEX, Images, and more. It includes a set of built-in editing too ls, that allow

the user to add, delete, correct, or rearrange any part of an expression using the pen.

It makes use of gestures to perform some actions (for example, the recognition is trig-

gered by a right-down gesture).

Detexify [det12] is a free-software symbol recogniser written in Ruby. It re cognises

individual symbols and it translates them directly to the co rrespondent LATEX code. Al-

though this is a very recent project, it already supports man y symbols that are used in

algorithmic problem solving (for example, it is one of the fe w recognisers that recog-
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nises correctly the `h' symbol used in quanti�ers). This means that if the project be -

comes more mature, it may be adapted to work with the tool desc ribed in this report.

Maple [map12] is a very powerful mathematical computation engine that al lows the

use of handwriting to sketch symbols in order to help �nding ea sily the symbol that the

user wants to use. The symbol recogniser searches through all of the available symbols

and offers a choice of probable matches. This symbol recogniser is currently being used

in the project described in this report.

Finally, the Mathink [SW06] system provides a user interface allowing digital ink to be

collected from a pen, mouse or other device. It provides imme diate recognition results

for the handwritten expressions (after an adjustable time d elay) along with other high

ranked candidates (so that the user can easily select other alternative). The recognition

results accepted by the user are displayed on top of or instead of the original ink. After

the user gets the correct result, the typeset expression is parsed to a standard mathe-

matical format, such as Presentation MathML. At this point the user can choose to send

it to a symbolic computation back-end to perform further com putation such as evalua-

tion, simpli�cation and solving. In addition to mathematica l expressions analysis, the

Mathink system offers a drawing mode (where ink is recognised as geometrical shapes)

and also a “free ink” mode (where ink is not sent to the recogni ser). This system also

allows addition of new symbols to its database.

The main focus of most of the tools presented is mathematical recognition (or symbol

recognition). Some, like MathJournal , support the evaluation of mathematical expres-

sions. However, none of these tools provides facilities for structured manipulation of

mathematical expressions and none of these support the mathematics used in algorith-

mic problem solving.

2.4 Limitations and tendencies of current technologies

Although pen- and touch-based technologies have evolved a l ot in the last few years,

these technologies still have some limitations.

Concerning handwriting recognition, current recognition systems do a good job but, as

handwritten styles differ from user to user, it is basically impossible to provide systems

that are fault free. Moreover, as there are many symbols and objects to be recognised,

it is only natural that some may be mis-interpreted as other s ymbols/drawings that
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are similar in representation. However, current interface s already provide good ways

to let the user be in control of what is recognised by letting t hem choose alternative

recognition results.

Regarding the use of gestures (through the use of pen or touch), there is a limit to the

number that should be used. Some systems use too many gestures, making it almost

impossible for the user to use them all. In general, users cannot remember too many

gestures easily. And this is not the only problem: gestures m ay interfere with each other

and with the user's tasks. Having too many gestures de�ned wil l cause accidental

touches on the screen and attempts to handwrite, to be mis-in terpreted as gestures

triggering unwanted actions. This can easily become a serious usability problem. This

opinion is supported by the decision of Microsoft to provide j ust 9 touch gestures in

Windows 7.

Current technologies are showing a tendency to support touc h and discard the use of

pen. However, pen-based systems provide a more precise input and it is more natu-

ral to use a pen to write than to use the �nger. The pen is what mos t people use to

handwrite since their infancy. Most of the gadgets built for e ntertainment purposes

will possibly continue to follow the touch tendency. Howeve r, the author believes that

professional tools, specially the ones for areas that involve handwriting recognition,

will possibly tend to explore more the pen-based approach.

Finally, it has to be said that one of the main parts of these technologies is recognition.

Be it handwritten text, mathematics, gestures or objects placed against the computer's

screen, all of them have to be recognised so that they can be manipulated. In the con-

text of this project, the recognition of handwritten mathem atical expressions is a major

technological problem. A suitable recogniser that can be used within the class library

still has to be found. Not only are most of the recognisers cur rently available propri-

etary software, but also none of them seems to supports all th e desired symbols and

mathematical constructions. Most systems support the mathe matics that is most used

in school and/or the mathematics used in a particular area fo r which they were created.
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The functional design

In this chapter, the functional design of the MST library and the decisions that were

made are provided. Since the main goal of this library is to te ach algorithmic problem

solving, each decision was taken with this in mind but also wi th care to make the sys-

tem useful for other general mathematical tasks. However, t he needs of the lecturers to

teach algorithmic problem solving were always the main conc ern. The ideas explored

in this work were presented in a preliminary stage at the “`38 th ASEE/IEEE Frontiers

in Education Conference” [ Men08] and were received with enthusiasm by both the re-

viewers of the paper and the audience of the presentation. Th e ideas were also well

received by the participants in the testing and evaluation o f this project (see chapter 6

for more details).

The following decisions were made before the start of the pro ject:

� the system will be oriented for teaching algorithmic proble m solving;

� the software will be a Tablet PC application;

� handwriting will be used as the main input format.

These decisions can not be changed as doing so would be against the requirements of

the project.

3.1 Library versus standalone editor

The �nal product of this project could be made available in two different ways:
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� as a standalone application — i.e., a ready-to-use structure editor that can be used

immediately by the users;

� or, as a class library — i.e., a collection of classes that canbe used to extend exist-

ing ready-to-use tools to support handwritten mathematics manipulation.

As this project aims at supporting the teaching of algorithm ic problem solving, creat-

ing a tool tailored to its main group of users could restrict t he use of its facilities by

other groups — the library's facilities can be useful in othe r environments and, as such,

their use should not be limited to a single tool. Also, having in mind that this project

was done in a research environment, it would be dif�cult to cre ate a professional tool.

Furthermore, the aim of research is to provide results that c an be used and further de-

veloped by others. For these reasons, the main product of thi s project should be a class

library that can be easily used by existing tools and extende d if needed. This way, its

features can be used in different environments and they can be adapted to the needs

of its users. In order to make it easy for the library to be exte nded and used by others,

it should be clearly structured. One way of doing that is to or ganise the library into

modules where each module supports a set of features that are related and where each

module is independent from the others. This way, programmer s can extend or use only

the modules whose features are of interest for them.

Decisions:

� The system should be provided in the form of a class library.

� The library should be organised in modules that can be used in depen-

dently.

3.2 Supported notations

As this library is aimed at supporting the mathematics used i n the teaching of algo-

rithmic problem solving, simple arithmetic and logic expre ssions should be supported.

Also, it should support the calculational proof format show n in section 1.2 and the

writing of algorithms using the Guarded Command Language(for an example, see �gure

1.1). It should also be possible to de�ne new operators and rede�ne their properties,
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like their kind (in�x, pre�x, post�x, right and left) and preced ence. This allows the

system to be adapted to the user's needs.

3.3 Typeset versus handwriting

Most existing structure editors receive the input through th e use of the keyboard or

mouse and manipulate the typeset information. However, inp ut using these standard

devices can be a dif�cult task when it concerns mathematics. A more natural way

to input mathematics is to handwrite it. However, handwritt en input still has some

drawbacks.

In a typeset environment, the input is controlled and precis e, since there are only a �nite

number of keys or symbols for input and each symbol has a preci se representation. As

a result, when a key or combination of keys are pressed, the input is precise and clear,

which facilitates the task of creating structure. On the oth er hand, in an environment

where handwriting is the input of choice, the input is less pr ecise, i.e., the same input

can be written in many different ways by different users (due to differences in users'

handwriting). This makes it more dif�cult to identify the inp ut and create the structure

that represents it. Even with these problems, handwritten i nput can be bene�cial and

thus the decision was to use handwritten input instead of nor mal typeset since the aim

of the system is to support teaching and, in a teaching enviro nment, having the possi-

bility to write naturally and easily is very important in ord er to avoid interruptions in

the users reasoning and in the lectures.

Having a mixture of handwriting with typesetting was also co nsidered. However, as

this system is to be used on Tablet PCs, it is dif�cult to have ty peset input since there

is no physical keyboard available in the tablet mode. In some platforms, a virtual key-

board is available, which can be convenient for small editin g tasks, like editing recog-

nition results returned by a recogniser. However, using it r egularly for input is too

tedious since one tap on the screen has to be done for each key to be pressed — which

clearly takes time and is not very productive.

Decisions:

� Handwriting should be used as the main input method.

� For small editing tasks, a virtual keyboard can be used.
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3.4 Handwriting recognition

As in this system mathematical expressions are handwritten , they have to be recog-

nised before structure can be created. For this task, an existing recogniser should be

used (since this project's aim is not to create recognition facilities). At the start of this

project, there were not many recognisers available for hand written mathematics that

could be used within this project. Most were proprietary soft ware and no permission

was given to use them. The only company that gave access to their recogniser was

Maplesoft. For that reason, throughout this project, this is the recog niser used. As their

recogniser is for individual symbols, it does not take into a ccount the context of what

is being written and returns only the combination of the reco gnition results for each

symbol — which obviously returns a wrong recognition most of the times. As this is

a major setback for the �nal product, the development of the sy stem has to take into

account that the recognition of mathematical formulae is ev olving very rapidly and

that recognisers that are more suited for the system may become available at anytime.

Thus, the system should be able to easily make use of new recognisers.

Decisions:

� Recognition should be done by existing recognisers.

� The system should allow straightforward use of different re cognisers.

3.5 Text editing versus structure editing

The most commonly used approach to edit documents is the text model. This model

consists in editing plain text by positioning the cursor in t he position of the document

that is going to be edited, and adding the text by using a keybo ard or other input device

that allows text input. Most computer users are familiar with the text model as it is easy

to use and simple to understand. However, to write mathemati cs, this approach is very

complicated. Mathematical expressions do not consist merely of plain text. They can

be very complex and errors can easily happen using the text mo del. Thus, to write

mathematical expressions, the text model is not appropriat e.

The structured editing model consists of having the informa tion about the structure of

the document's content and allowing the user to edit the stru cture according to cer-
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tain rules. Many structure editors only accept input de�ned by a �xed set of structure

elements and rules. Using them is often dif�cult since the use r has to have previous

knowledge of the structure that is accepted. In spite of this dif�culty, structured editing

can be very useful and bene�cial. For mathematical expressio ns, for instance, having

the information about the structure makes it much easier to d etect errors, to copy and

edit formulae, and to perform more complex operations like a pplying algebraic rules.

Clearly, there are still some drawbacks:

� the expressions supported are limited by the editor;

� it is very dif�cult to support every single option for notatio n, i.e., a single expres-

sion can be written in several ways and that is dif�cult to supp ort.

However, the advantages for writing mathematical formulae compensate these draw-

backs. For instance, selection of content is made easier anderrors become more dif�cult

to make — since the system will complain if given an expressio n that does not make

sense in mathematical terms.

As the goal of the MST library is to support mathematical writing, the structured edit-

ing model should be used to deal with mathematical expressio ns. Nevertheless, writ-

ing mathematics that is not recognised should still be possi ble, i.e., it should be possible

to write it in a free form environment (like if it was a drawing ). However, in this case,

there will not exist a structured representation of the form ula and thus, it will not be

possible to apply the structure manipulation features prov ided by the system.

Decisions:

� The structure editing model should be used for mathematics.

� It should be possible to input handwritten mathematics in a f ree form en-

vironment.

3.5.1 Basic editing operations

When writing mathematics, content is constantly being copi ed. Frequently, from one

step of a calculation to the next one, only small changes are made to the expressions.

Thus, one has to repeat things that were already written, whe n they could simply make

use of a copy operation and edit solely the parts of the expression that need to change.
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Having a copy operation saves time for the user and also avoid s the introduction of

errors, which often happens when copying content. Hence, th e system should provide

a copy operation that is, preferably, simple and natural to u se, since it is used often.

Also, to copy expressions, a structured selection operation has to be available. In order

to copy content effectively and accurately, the selection should also be accurate, easy to

use, and follow the expressions' mathematical structure. T his selection feature is also

needed to allow the use of manipulation rules (see section 3.6).

Decision:

� Structured selection and copy facilities that are simple an d natural to use

should be provided.

3.6 Manipulation rules

In order to help with calculations and to show the dynamics of algorithmic problem

solving, the library should provide the facilities to apply some algebraic rules to hand-

written expressions. The rules that are most often used should be supported — like

symmetry, distributivity and substitution of equals for eq uals (Leibniz). The result

of applying a rule could be provided either in typeset or hand written representation.

However, mixing typeset with handwriting can be confusing ( since it is more dif�cult

to see which expressions are related due to their differences in representation) and it

does not keep the environment similar to teaching on the blac kboard. For these reasons,

the result of applying an algebraic rule is provided in a hand written representation.

Given that some rules introduce symbols that are not present in the original expres-

sion, it should be possible to de�ne the user's handwritten re presentation of characters

in order to use them whenever it is needed.

Decisions:

� It should be possible to apply algebraic rules to handwritte n expressions.

� It should be possible to de�ne and save user's handwritten ch aracters.
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3.7 Animating manipulation rules

Having in mind that this system is aimed at teaching mathemat ical content, some fea-

tures should be provided to help showing to the students how c alculations are done.

In particular, it is very important that students can unders tand how algebraic rules

are used. In the author's experience, many students �nd it dif �cult to apply algebraic

rules because they have problems with �nding which rules can b e applied to expres-

sions — since sometimes it is not immediate to see that the shape of an expression is

the same of a certain rule. For example, it can be dif�cult for s ome students to see that

the factorisation,

a � b+ a � c = a � (b+ c),

can be applied to the expression

a � b � c+ d � b � c � e

since the shape of the expression does not match exactly the shape of the rule. By using

associativity and symmetry, the two expressions can become more similar and thus it

will be easier to see that their shape is the same. Having a system that lets the students

“play” with the expressions and that applies the rules for th em, can help the students

with �nding how rules can be applied. In this context, the supp ort for manipulation

rules is important. However, when rules are applied within t his system, the �nal re-

sult of applying them appears almost immediately on the scre en. This rapid change of

the original expressions to the result may be dif�cult to foll ow which can still make it

dif�cult to understand how the rules work. For this reason, th ere should be a way for

students to see how the expressions were transformed in order to get the �nal result.

Ideally, students should be able to see how the parts of the expressions were used to

obtain the �nal result. This can help them understand how it wo rks. Thus, it would

be good to have a way to see the several steps of the transformation of the expressions

when a rule is applied.

Decision:

� It should be possible to see a step-by-step animation of how t he rules are

applied to expressions.
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3.8 Use of gestures

One of the goals of this project is to provide a straightforwa rd, �exible and also reli-

able way of writing and editing mathematics in a computer. Th e �nal system has to

allow �uidity of thought and easy editing/manipulation of h andwritten mathematics.

For that, it should be easy to trigger editing tasks and manip ulations. Using toolbar

buttons to start these actions can distract the user from what they are doing, since their

focus will change to other areas of the screen. Also, toolbars are usually small and can

be dif�cult to target with a pen. To avoid distractions, the ac tions that are often used

should be triggered in a straightforward way, preferably in the area that the user is edit-

ing. For that, gesturescan be useful. Gestures are speci�c pen motions that can initi ate

commands. For instance, a quick circle (see �gure 3.1) may select the ink situated inside

it. Gestures are usually inked in the area of the screen that the user is editing. Thus,

gestures can help with keeping the user focused and should be used to help achieve a

system that interferes as little as possible with the user's thought.

Decision:

� Gestures should be used to trigger basic editing tasks and structured ma-

nipulations.

Figure 3.1: Circle gesture

3.8.1 Gestures to trigger actions

The system should support the user when performing certain m athematical operations.

Those operations will be triggered by the user and the user is responsible for the cor-

rectness of applying them. The gain for the user is that they d o not have to determine

themselves the result of applying an operation and errors ar e more dif�cult to make.

This can improve the simplicity and accuracy of mathematica l calculations. As men-

tioned above, to make things as simple as possible, gesturesshould be used to trigger
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some rules that are used often. An example of such a rule is the distributivity rule.

Consider the distributivity of Boolean disjunction throug h conjunction, that is:

a_ (b^ c) = ( a_ b) ^ (a_ c) .

If the user wants to apply the distributivity rule to an expre ssion of the shape of the left-

hand side of the rule, they should have the possibility to do t hat with the support of the

library. A gesture will indicate that the rule should be appl ied. Associations between

gestures and rules can be customised by the user. By default,the system will provide,

for each task, gestures that seem intuitive for that particu lar task. For example, two

candidate gestures for applying the distributivity rule ar e the following:

� draw a semi-circle starting at the _ symbol and ending on the ^ symbol (�gure

3.2);

� select the_ symbol, drag it and drop it over the ^ symbol (�gure 3.3).

(a) Expression (b) Gesture (c) Result

Figure 3.2: Using the semi-circle gesture to apply a rule

(a) Expression (b) Gesture (c) Result

Figure 3.3: Using the drag-and-drop gesture to apply a rule

Both gestures match the visual idea that one operator will be propagated over the other,

making then natural candidates to trigger the distributivi ty rule.

However, one should be careful with the use of gestures since too many gestures can

interfere with each other and with the user. For instance, th e circle gesture mentioned
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above can interfere with the writing of number zero or of the c haracter 'o'. Another

example is that the semi-circle gesture may interfere with d rag-and-drop. If drag-and-

drop is done as it is shown in �gure 3.3, the pen follows the same path that is done to

write the semi-circle. That can trigger the semi-circle act ion instead of the drag-and-

drop. Thus, care should to be taken to make sure that actions are not inadvertently

triggered.

To conclude, it has to be said that, in general, inking enviro nments do not have the

notion of cursor (as in typesetting environments). So, anot her reason why gestures

should be supported is that they can be used to indicate the lo cation where a certain

action should occur.

3.9 System versus user in control

Many tools try to take control of what the user is doing. Tools c an, for instance, show to

the user that certain mathematical manipulations are not co rrect. But given that there

are many different notations to represent the same mathemat ical result and that new

notations and meanings can be created at any time, it is best that the system does not

try to impose any mathematical de�nitions. For these reasons , the system should only

have the general knowledge of mathematical structures and t he knowledge of how to

apply rules given a structure. As long as the rule can be appli ed to a certain structure, it

will be applied without interpretation of the expression an d without making sure that

the step is valid. Assuring the validity of the steps has to be the user's responsibility.

Also, for the same reason, the system should allow the user to create new operators

and rede�ne the operator's properties (kind and precedence) .

As mentioned above, gestures are used for editing operation s and to trigger actions.

Gestures are usually easy and straightforward to use, but fo r some users, some ges-

tures can seem less natural. For this reason, the relation between gestures and actions

should not be �xed. The user should be able to associate gestures with certain actions

in the way they �nd best suited for their needs. The gestures us ed by default should

be de�ned taking into account interferences between gesture s and also the ease of use.

From the moment that the user starts changing the default de�n itions, it is their re-

sponsibility to detect and control interferences between g estures.

Finally, the user should be able to edit recognition results . Some systems assume that

the recogniser is perfect and that the returning result is th e one to be used. However, as
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this is clearly not the case in mathematics recognition, the user should be free to choose

the appropriate recognition result from the options that th e recogniser returns or, in

case no result matches the input, the user should be able to input the correct recogni-

tion.

Decision:

� The user should be in control and not the system:

– it is the user's responsibility to check semantic validity;

– it should be possible to rede�ne the gestures associated wit h certain

actions;

– it should be possible to create new operators and rede�ne the ir prop-

erties;

– it should be possible to edit recognition results.

3.10 Combined writing of mathematics and text

To present mathematics effectively, it is necessary to present the mathematical results

accompanied by some explanation. For that, the combined wri ting of text and math-

ematics is needed. As this system aims at presenting mathematics, it is desirable to

support both handwritten mathematics and text, but it is not crucial to provide special

facilities to deal with text (like the ones available in stan dard text editors). Text can be

seen just as ink (like a drawing) that can be written and delet ed as desired.

Decision:

� The system should allow combined writing of mathematics and text, but

it is not necessary to provide structured editing of text.
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The technical design

In this chapter, the technical design of the MST library is presented. In the next few

sections, the most important features are described and details of their implementation

are given.

The �nal product of this project is available in the form of a C# class library oriented

for Tablet PCs. This library was created using Microsoft Visual Studio 2008[vis12] and

it makes extensive use of the Microsoft Tablet PC platform SDK v1.7 APIs[tab12]. This

SDK is the standard development kit for producing ink- and pe n-enabled Microsoft

Windows applications.

4.1 Architecture

The general architecture of the system is depicted in �gure 4.1. In this diagram, all

the actions that are triggered by a speci�c action are written in the same colour. The

user interfaceallows the user to input handwritten text and mathematics, a nd manipu-

late the mathematical expressions. First, the input is sent to the strokes handlerwhich

divides the ink into collections of strokes, each represent ing a character. The divided

strokes are then passed on to acharacter recogniser1 which provides, for each symbol,

a set of recognition results. Each result is a textual representation of the handwritten

expression. One of the recognition results is then selectedby the user as the correct one.

After the selection of one recognition result, the structur e that represents the handwrit-

ten expression is created. That is the job of the parser. If the recognition result is a

well-written expression, then it will create an internal re presentation of the input and

1In this thesis, we use the terms characterand symbolinterchangeably.
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Figure 4.1: System architecture

allow the user to manipulate the expression. Every time the u ser manipulates the ex-

pression, the structure updaterwill update its structure (it will modify the expression's

tree according to the manipulation that was done).

It should be noted, however, that the user interfacepresented in the diagram is not part

of the MST library. It is part of some program that uses this library and knows ho w to

communicate with it — as will become clearer in the remainder of this thesis.

4.2 Extendability and reusability

As the use of Tablet PCs and the recognition of handwriting ha ve attracted much atten-

tion in the last few years, things tend to change rapidly. Thu s, a system that is created

today can become outdated in just a few years time. To avoid th at, one of the goals of

this project is to provide an extendable library. One of the m ain concerns is that new

recognisers with much better recognition capabilities can appear; in that case it would

be desirable to use the new ones instead of a �xed recogniser. For this reason, in the

architecture diagram presented in �gure 4.1, the character recogniserand the parserdo

not form an unique block. The idea is to allow the connection t o the system of new

recognisers and new parsers, or even a block that can work both as a recogniser and as

a parser. For that, this library was created to accommodate change by the introduction

of the so-called strategy pattern[GHJV95]. The strategy patternis a design pattern, that is,

it is a general reusable solution to a commonly occurring pro blem in software design.
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Design patternsdescribe problems which occur often, and describe a simple and elegant

solution for those problems in a way that they can be reused ov er and over again. There

are many types of design patterns. For a detailed catalogue of these, the book [GHJV95]

is recommended.

The goal of the strategy patternis to de�ne a family of algorithms, encapsulate each

one, and make them interchangeable. This pattern is useful in applications that require

dynamic swap of algorithms (in this case, several recognisers can be used with the

library), but the way it is de�ned is also useful to easily conn ect new recognisers and

parsers to the library. In �gure 4.2, a UML diagram of the strategy pattern as it is used

in this system is presented.

<<interface>>
MSTRecognize

mstRecognize(s : Strokes)

Context

ContextInterface()

ConcreteRecognizerB

mstRecognize(s : Strokes)

ConcreteRecognizerA

mstRecognize(s : Strokes)

<<interface>>
MSTParser

mstCreateStructure(reco : String) ConcreteParserB

mstCreateStructure(reco : String)

ConcreteParserA

mstCreateStructure(reco : String)

Figure 4.2: Usage of the Strategy pattern

To add a new recogniser, the interface MSTRecognizehas to be implemented by that

recogniser. This interface de�nes a single method mstRecognize which is used to

recognise mathematics. Similarly, to integrate a new parser with the tool, the inter-

face MSTParserhas to be implemented. The method mstCreateStructure is used for

the parsing of the mathematical expressions.

The use of the strategy pattern makes it not only easy to integ rate new recognisers and

parsers, but it also allows the use of more than one recogniser in runtime.
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4.2.1 Reusability

During the development of the MST library, special attention was given to its reusabil-

ity. It is desirable that the system can be used within other t ools, that it can be adapted

to new developments, and that it can serve as a base for the development of new fea-

tures. For these reasons, the system is made available as a library and it was created

in a modular way — that is, it is organised in modules, each one supporting a main

feature of the system. The library is made up of four main modu les2 , namely, the mod-

ules Recognisers, Parsers, Structure and Gestures. As their names indicate, the module

Recogniserscontains the recognition facilities, Parserscontains all the code for the pars-

ing of expressions,Structurecontains all the de�nitions for mathematical structures and

the methods that manipulate them, and, �nally, the module Gesturesgathers all the fa-

cilities that deal with gestures. In the remainder of this ch apter, many of the features

included in these modules are detailed. For details on how to use these modules within

other tools, chapter 5 is recommended.

4.3 Handling of strokes

In order to create structure for mathematical expressions, the mathematical handwrit-

ten input has to be recognised. Given that the library assume s the use of a symbol

recogniser, the strokes have to be divided in collections of strokes, each collection con-

taining all the strokes that form a symbol. Assuming that sym bols are composed only

by strokes that intersect, an approach to the division of the strokes into collections of

strokes is based on determining recursively which strokes' bounding boxes intersect

which. Every group of strokes that are part of the intersecti on's closure for one initial

stroke, are part of the same collection. For example, consider the character `H' in �gure

4.3, which composed by three strokes: s1, s2and s3.

To determine the strokes that make part of this character, th e following algorithm can

be followed:

1. start a collection (result) with the stroke s1;

2Note that, however, there are other auxiliary modules. For e xample, there is a module called IO which

allows the writing of markup code to represent mathematical expressions (its features are described in

section 4.10). There is also a module Stencils, which provides features for creating handwritten templat es

(for more details see section4.11.1).
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Figure 4.3: Handwritten character `H'

2. �nd all the strokes whose bounding boxes intersect the boun ding box of s1: s2is

found;

3. result does not contain s2: add s2to the collection;

4. �nd all the strokes whose bounding boxes intersect the boun ding box of s2: s1

and s3are found;

5. result contains s1but does not contain s3: add s3to the collection;

6. �nd all the strokes whose bounding boxes intersect the boun ding box of s3: s2is

found;

7. result already contains s2: stop the search;

This strategy works well when dealing with characters where all their strokes touch

each other. However, for characters such as `i', the above strategy ends up returning

two collections: one with each stroke. That is no good since they are sent to the recog-

niser as two different characters, and thus they are recognised separately which will

never return the character `i'.

To overcome this problem, the algorithm can be improved by se arching for the intersec-

tions by using extended bounding boxes. For each stroke, when trying to �nd which

other strokes intersect its bounding box, the bounding box u sed is extended up and

down to the size of the line that the stroke in question is part of. Figure 4.4 illustrates

the extension for the case where an `i' is being processed. The blue rectangle corre-

sponds to the bounding box that contains the whole line. The p ink one is the bounding

box of the main stroke that forms the `i' character. Using onl y this bounding box would

let the dot that is part of the character outside the collecti on. However, to correct that,

the bounding box is extended with the red rectangle, that is, the new bounding that is

going to be used is the bounding box composed by both the pink a nd the red rectan-

gles. That corresponds to changing the height of the pink bou nding box to the height

of the line (the blue rectangle) and change the y-coordinate to be the y-coordinate of
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the line. The algorithm that extends the bounding boxes is th e one used in the MST

library.

Figure 4.4: Extending the bounding box of `i'

It should be noted, however, that in the current implementat ion, only strokes that in-

tersect, or that are situated above or below each other, are considered part of the same

character. For example, the system fails to divide correctly the strokes that form the as-

signment symbol (: = ), since the strokes of the colon do not intersect the strokesof the

equals sign. Users need to have this in mind when writing inpu t that will be consumed

by the library.

Before being divided into collections of strokes using the a bove algorithm, the strokes

being processed need to be divided by lines. Microsoft Tablet PC APIprovides the

Ink.Divider class that allows the division of the ink into drawings, line s, paragraphs

and segments of recognition. Initially, the MST library performed line division using

the Ink.Divider class but the results were very unreliable. For this reason, a new di-

vision of the ink by lines was implemented. The new division, although not perfect,

gives the correct result more often than the Divider for the kind of mathematics that this

work supports (please see section6.4 for more details). The algorithm for this division

is algorithm 1.

Each iteration of the loop adds a line to the array linesand removes it from the argu-

ment strokes. Because the size ofstrokesis decreased at each iteration, the algorithm

terminates. The method sortByYsorts a collection of strokes in ascending order of their

y-coordinate. Method determineIntersectionsdetermines which strokes intersect a given

rectangle (in this case, the rectangles used arelineBBand the bounding box of �rstLine ).

The repeated call to determineIntersectionsis used to improve accuracy: by calling the

function again with the bounding box obtained in the previou s iteration ( lineBB), the

algorithm may expand the line to contain strokes that were no t initially intersected. To

better appreciate how the algorithm improves, consider the input "2 ; g"; if the repeated

call to determineIntersectionsis not used, �rstLine becomes "2. g".
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Algorithm 1 GetLines: Dividing strokesby lines
Require: Assume that the stroke with the smallest y-coordinate is par t of the �rst line;

lines := Empty;

while strokes6= Empty do

sorted := sortByY(strokes);

�rstLine := sorted.First;

repeat

nStrokes := �rstLine.Count;

lineBB := newRectangle(strokes.X, strokes.Y, strokes.Width, �rstLine.Height);

�rstLine := determineIntersections(lineBB, strokes);

until nStrokes == �rstLine.Count;

strokes.Remove(�rstLine);

lines.Add(�rstLine);

end while

return lines

4.4 Character recogniser

Although it is possible to change the recogniser that is used with the library (as de-

scribed in section 4.2), the recogniser that was used during the development of the li-

brary was a symbol recogniser developed by Maplesoft [ map12]. This recogniser is not

the ideal for this task since it does not take into account any context of the expressions

and solely recognises each symbol individually. To obtain g ood results, the recognition

should be done with information about the context in which th e individual symbols

are being written. For that, probabilistic models can be use d. A short description of

these models, is presented in section4.4.1.

As the Maplesoft 's recogniser is written in JAVA(and this project is written in C#), a

script is used to make a system call to run the recogniser and send to it the collections

of strokes3

After the division of the strokes into single characters, th e collections of strokes are

3There is also a version that uses Maplesoft's recognition through a DLL. There were many dif�culties

in creating the DLL �le — mainly because of the lack of knowled ge of how the recogniser is written —

but after many attempts, a DLL was created and seems to be faster than the use of system calls. However,

the results do not seem as accurate.
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sent one by one to the recogniser. For each character, the recogniser returns a list of

recognition results. The MST library combines these lists to produce a list of recognition

results for the entire expression. These results are then shown to the user using a menu

similar the one presented in �gure 4.5.

Figure 4.5: Context menu with recognition results

In this example, the results that were returned for the chara cter 'a' were 'a', 'q', 'G',

'q', 'C' and ' e', in this exact order. That is why these are the results that a ppear in the

�rst six results presented for the whole expression (similar ly, the �rst six results for '+'

and 'b' are the ones shown in the menu). Other strategies to combine the results can be

implemented.

The user is presented with a menu like the one shown in �gure 4.5 so that they can

choose the correct recognition. If the correct recognition is one of the choices presented,

then the user has to select the correct one. If the correct result does not appear in the

menu, then the 'Edit' button should be clicked and the correc t recognition should be

written manually by the user.

After this step, the string that represents the input is obta ined and can be parsed to

create its structure.

4.4.1 Bayesian network models

In the handwriting recognition �eld, it is common to use proba bilistic models to embed

the information needed for the recognition and base the reco gnition results on proba-

bilities. In this project, a recogniser for individual char acters is used together with an

ANTLR parser to create the structure for the set of symbols th at were recognised. How-

ever, it might happen that an individual symbol is recognise d wrongly. As an example,

a +̀ ' can be recognised as a t̀'. So, if one writes `1 + 2' and the characters `1', t̀ ' and `2'
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are sent to the parser, the parser does not know how to behave since there is no rule for

this expression (in a mathematical context). However, if we had a probabilistic model

to help us with the recognition, it would know that between tw o numbers it is more

likely to have an operator than a letter. That is why it was con sidered using probabilis-

tic models in this project to improve the recognition result s and to make the recognition

process simpler for the user. In this context, probabilistic graphical modelswere consid-

ered. These models were used with success, for instance, in [Htw07 ] for recognition

of handwritten Pitman's shorthand. A probabilistic graphical modelis a graph that rep-

resents probability distributions and Bayesian networksare one of the most important

classes of graphical models. These networks are directed acyclic graphs in which the

nodes represent variables and the arrows represent causal relationships between the

variables — they represent probabilistic dependencies between the variables. An arc

from a node A to a node B indicates that A `causes'B. Bayesian Networks are so called

because they use Baye's rule for probabilistic inference [Mur98, Pea85, Pea88]. Using

these networks, it is possible to determine which symbol is m ore likely to follow a

given symbol or set of symbols. To use this in this project, th e graph structure and the

parameters of the model would have to be de�ned (e.g. the condi tional probability

distribution at each node).

There are algorithms to perform inference and learning in Ba yesian networks which

would be very useful to improve the recognition results. How ever, the recognition of

handwriting was not planned as a task of this project and to im plement a Bayesian net-

work would take considerable amount of time. Thus, this poss ibility was abandoned

and left for a future improvement of the library.

In the MST library, to avoid errors, the user has always to verify if the recogni tion

returned is correct, and edit it if that is not the case. The st ring with the recognition

result can only be sent to the parser after a correct recognition result is obtained. With

a Bayesian network this step could possibly be avoided, maki ng the tool much easier

to use.

4.5 Parsing recognition results

After a recognition result is obtained, it is parsed by a pars er which was generated by

ANTLR [ant12]. Given a grammatical description, ANTLR generates a parser. More

speci�cally, it generates a lexer and a parser: the lexer takes a stream of characters and
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divides the stream into tokens according to pre-set rules; t he parser reads the tokens

and interprets them according to its rules. In this thesis, w hen the term parser is used,

it refers to the set of generated �les, that is, to the lexer and the parser. The expressions

“parser rule” or “lexer rules” are used to refer to the rules d e�ned in the grammar �le

for de�ning, respectively, the generated parser and lexer.

To parse a given recognition result, the string that is sent t o the parser contains the

recognition result together with the information of the bou nding boxes of the strokes

that compose each character. An example of these strings is the following:

"4366 3168 3518 949 a 4366 3541 1002 576 + 6031 3496 689 474 b 7323 3168 561 835"

This string represents the expression a + b. The �rst four values correspond to the x

and y coordinates, and to the width and height of the bounding box that contains all

the strokes that form this expression. After this, comes the character 'a' and the values

that represent the bounding box that contains all the stroke s that form this character.

The same applies to the characters '+' and 'b'. The parser reads this string and creates

a tree that represents this expression.

As one of the objectives of this project is to provide a librar y that can be adapted as

much as possible to the user's needs, and given that in mathematics there are many

different notations for the same operators and new operator s can be created at any-

time, this library allows the addition of new operators and r ede�nition of operators

in runtime. For that, an operator editor is provided to the us ers and the parser was

created as a dynamic parser that parses any new symbols that the users add to the

operators list. The editor can be seen in �gure 4.6.

The editor provides an interface to add new operators to the s ystem and change their

properties (kind and priority). In �gure 4.6, the user is adding an operator named lcd

with kind in�x and priority 3.

To make the parsing dynamic in terms of the operators that it s upports, speci�c features

of ANTLR are used. More speci�cally, ANTLR allows the change of the type of a lexer

token dynamically. The following lines illustrate this fea ture:

ID : ( ' a ' . . ' z ' | 'A ' . . ' Z ' ) +

{ i f ( isBOperator ( $ t e x t ) ) $type=DYNAMICBOP;

e lse i f ( isPREOperator ( $ t e x t ) ) $type=DYNAMICPRE;

e lse i f ( isPOSTOperator ( $ t e x t ) ) $type=DYNAMICPOST; } ;

UNICODE : '\ u0000 ' . . ' \ uFFFE '
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Figure 4.6: Operator Editor

{ i f ( isBOperator ( $ t e x t ) ) $type=DYNAMICBOP;

e lse i f ( isPREOperator ( $ t e x t ) ) $type=DYNAMICPRE;

e lse i f ( isPOSTOperator ( $ t e x t ) ) $type=DYNAMICPOST; } ;

fragment DYNAMICBOP: ;

fragment DYNAMICPRE: ;

fragment DYNAMICPOST: ;

ID and UNICODEde�ne tokens that contain, respectively, one or more charact ers be-

tween `a' and `z' (upper and lower case), and all the characters in the unicode range

from `0' and `FFFE'. The “if .. else” statement in each of these rules checks whether

the input to be consumed is a binary operator ( isBOperator), a pre�x operator ( isPRE-

Operator), or post�x operator ( isPOSTOperator) and modi�es its type accordingly (to

DYNAMICBOP, DYNAMICPREor DYNAMICPOST). The lines that start with the word fragment

instruct ANTLR that the rule is only used as part of another le xer rule. In this case,

the three fragments de�ned are used as part of the lexer rules ID and UNICODE. This

approach allows to determine if, in the current context, a to ken is an operator. For ex-

ample, the isBOperatormethod is de�ned as follows:
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pr iva te Hashtable opInfo = MST. MSTVariables . OpToOpInfo ;

Boolean isBOperator ( S t r i ng s )

{

i f ( opInfo . ContainsKey ( s ) )

{

i f ( ( ( Operator Info ) opInfo [ s ] ) . Kind < 3)

{

return t rue ;

}

e lse

{

return fa l se ;

}

}

e lse

{

return fa l se ;

}

}

Three types of binary operators are considered: in�x (associ ative), left-associative and

right-associative. These types are identi�ed by the number 0 , 1 and 2, respectively. The

methods isPREOperatorand isPOSOperatorare de�ned very similarly, changing only

the kind involved in the test — the kind for pre�x operators is 3 and for post�x is 4.

The OpToOpInfothat appears in the code is a global variable de�ned in the syst em in the

MSTVariablesclass. This class is used to de�ne all the system variables. TheOpToOpInfo

is a Hashtablethat associates operators (string) with an object of type OperatorInfo. The

OperatorInfoclass has the following de�nition (shown partially):

publ ic c l ass Operator Info

{

p r i va te i n t precedence ;

p r iva te i n t kind ;

publ ic Operator Info ( i n t prec , i n t k )

{

t h i s . precedence = prec ;

t h i s . kind = k ;
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}

. . .

}

Thus, an OperatorInfocan be seen as a pair that holds the precedence (or priority) and

the kind of an operator.

Parser rules: The start rule of the parser is complete_expressionwhich merely states

that the input should be of the form x-coordinate (x), y-coor dinate (y), width (w) and

height (h) followed by an expression(e). Both the complete_expressionand the expression

rule are de�ned as follows 4:

complete_express ion :

x=INT y=INT w=INT h=INT e=express ion EOF ;

express ion re turns [Node l o c a l ] :

( l e f t =pr imary_fac to r ;

)

( b=DYNAMICBOP x=INT y=INT w=INT h=INT

r i g h t=pr imary_fac to r ;

| b=DYNAMICBOP x=INT y=INT w=INT h=INT

( ' \U23A8 ' | ' ht ' ) x1=INT y1=INT w1=INT h1=INT e=express ion

( ' \U23AC' | ' th ' ) x2=INT y2=INT w2=INT h2=INT

r i g h t=pr imary_fac to r ;

| r i g h t = pr imary_fac to r ;

) �

;

As the code above shows, anexpressionis composed by:

� a primary_factor;

� or, a primary_factorfollowed by one or more occurrences of:

– a binary operator and another primary_factor;

– or, a binary operator followed by an expressionbetween the tokens '\U23A8'

4The C# code was removed from the rules to make it more simple to read the rule's de�nitions.
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(or 'ht') and '\U23AC' (or 'th') which, in turn, is followed b y another pri-

mary_factor;

– or, another primary_factor(this is the case where there is an invisible operator

between two primary_factors);

The case where an operator is followed by an expression between the tokens '\U23A8'

(or 'ht') and '\U23AC' (or 'th') is used for writing calculat ional proofs. The tokens are

used to delimit the hints. Although hints in calculational p roofs are usually presented

between curly brackets as in

A

= f hint g

B

the current system is using the special keywords '\U23A8' (o r 'ht') and '\U23AC' (or

'th'). This restriction comes from the fact that invisible o perators and expressions de-

limited by curly brackets are permitted. Since invisible op erators have the lowest prece-

dence, if the curly brackets were used to delimit hints, the e xpression A = f hintgB

would be read as (A = f hintg)B since it would assume an invisible operator between

B and the rest of the expression. For this reason, a different type of brackets has to be

used to delimit hints. The unicode characters chosen are very similar to curly brackets,

as �gure 4.7 shows. The 'ht' and 'th' tokens are provided since they are AS CII and, in

case the recognition result has to be edited, it is easier to input these delimiters than the

unicode versions.

(a) (b)

Figure 4.7: Brackets used for hints

The primary_factorrule used above is de�ned as:

pr imary_fac to r re tu rns [Node l o c a l ] :
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pre=DYNAMICPRE x=INT y=INT w=INT h=INT pe=pr imary_expres sion ;

| pe=pr imary_express ion f= f a c t o r ;

A primary_factoris either a pre�x operator followed by a primary_expressionor a pri-

mary_expressionfollowed by a factor. As can be seen from its de�nition, a factoris either

a post�x operator or the empty string:

f a c t o r re tu rns [Node l o c a l ] :

post=DYNAMICPOST x=INT y=INT w=INT h=INT ;

| ;

Finally, the primary_expressionde�nes the parsing of identi�ers, unicode characters,

strings, algorithms, expressions between brackets and quanti�ers. The quanti�ers sup-

ported are of the form:

h
L

bv: range: termi .

This notation is know as the Eindhoven quanti�er notation. Th ere are �ve components

to the notation. The �rst component is the quanti�er
L

. The second component are

the bound variables bv. The third component is the range of the bound variables. The

range is a Boolean-valued expression that determines a set of values of the bound vari-

ables for which the expression is true. The fourth component is the term, which is an

expression that will be evaluated for each value of the bound variables; the way the

results are put together is determine by the quanti�er (for in stance, in a summation, all

the results are added). For more details on this notation, [ Bac03] is recommended.

4.5.1 Data structures for mathematical expressions

As already mentioned before, this library allows structure d manipulation of mathe-

matical expressions. This is possible, because the parser creates a data structure that

represents the mathematical expressions. This section describe the data structure that

is used.

The �rst data structure that was considered was a binary tree s tructure, because their

use is very simple and they are widely known. However, these t rees are not suit-

able for all kinds of mathematical expressions as explained in Verhoeven's thesis on
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Mathspad[Ver00]. The mathematical expressions that are supported by this l ibrary are

supported by the Mathspad system. So, some of the results presented in Verhoeven's

thesis are useful for this project. In the Mathspad project, Richard Verhoeven and Olaf

Weber have used rose trees[ros12] to represent mathematical expressions. A rose tree

is a tree in which the nodes have a list of subnodes (and not just two subnodes as in

binary trees). The number of subnodes is not restricted whic h is very useful to store

the expressions. Using these trees, an expression can be divided into sub-expressions

which will be stored as subnodes of the whole expression.

For the same reasons that rose trees are used in theMathspadproject, they are also used

for storing mathematical expressions in the MST library. However, the information

stored in the nodes of the trees and the way in which the trees a re created and searched

are different from what is done in Mathspad.

EachNodeof the rose trees that are used to represent mathematical expressions contains

the following information:

publ ic c l ass Node

{

Rectangle boundingBox ;

char reco ;

i n t kind ;

Parent parent ;

Node f i r s t ;

Node l a s t ;

Node r i g h t ;

Node l e f t ;

. . .

}

The �rst two variables are related with the handwritten expre ssion:

� boundingBox: holds the smallest rectangle that contains the strokes to which this

node refers to; a Rectangleis an object that is composed by four elements: x-

coordinate and y-coordinate of the top left corner, plus the height and width of

the rectangle;

� reco: holds the recognition result of the strokes that this node r efers to.

The other variables are concerned with the mathematical str ucture:
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� kind: holds one of the following values and represents the type of the expression

that is being held:

i n t ROOT = 0 ;

i n t EXPR = 1 ;

i n t OP = 2 ; / / I n c l u d e s I n f i x , P r e f i x and P o s t f i x , L e f t and Right

i n t ID = 3 ;

i n t TEXT = 4 ;

i n t BRACKET = 5 ;

i n t SEPARATOR = 6 ;

i n t OP_PREFIX = 7 ; / / c u r r e n t l y unused

in t OP_POSTFIX = 8 ; / / c u r r e n t l y unused

in t OP_NONE = 9 ;

� parent: holds the information that each node needs to know about its parent node.

The classParenthas the following instance variables:

publ ic c l ass Parent

{

Node parent ;

i n t pos i t i on ;

. . .

}

For a given node, the parentvariable holds the parent node, and the positionvari-

able holds its position in relation to its parent. For instan ce, given the expression

a+ b the tree that represents it is as follows:

+ b

Expr

a

Figure 4.8: Rose tree that represents the expressiona+ b

The parent of `a',`+' and `b' is the node Expr and their position in relation to the

parent is 1, 2 and 3, respectively. Currently, the position i nformation is not being

used, but it was included since it was supposed to be used on th e writing of text

intercalated with mathematical expressions. However, the current solution has
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a limited support for combined writing of mathematics and te xt and it does not

need this information (more details are presented in sectio n 4.5.2). Nevertheless,

the position information is available so that it can be used t o improve the writing

of text.

� �rst , last, right, left: hold, respectively, the �rst child of the node, the last chil d, the

node that stands on its right, and the node that stands on its l eft.

It should be noted that the bounding boxes that are held in the nodes are using ink

space coordinates. The Tablet PC Platform has (at least) twocoordinate systems: pixel

coordinates (or device coordinates) and ink coordinates. The difference between them

is that ink coordinates are much denser than pixel coordinat es, since digitizers have

a much higher resolution than displays. It is important to us e ink space coordinates

because the structure relies on the position of the ink withi n the Ink object. If pixel

coordinates were used, every time a resize of the window was d one, the coordinates

would change (because their coordinates in relation to the d isplay would change) and

either the whole structure would have to be updated every tim e this happened (which

would be costly in terms of ef�ciency) or there would be a misma tch between the struc-

ture and the screen. Ink objects and Strokeobjects use the HIMETRIC coordinate sys-

tem. A HIMETRIC unit represents 0.01mm, where the measuremen t is derived from

the screen's current DPI (dots per inch). The origin of the co ordinate space is the point

(0,0) and it represents the upper-left corner of the space. The consistency between the

Ink object and the display is achieved through the Rendererclass. To draw a Strokeob-

ject to the screen, aRendererobject obtains the ink coordinates from the Strokeobject,

transforms them, converts them into pixels, and �nally rende rs that data on the screen.

Figure 4.9 illustrates the interaction between these entities. For more details see [JS03].

It should be noted that, in general, users of the MST library do not need to deal with

these transformations as these are done automatically.

Now, to illustrate the way trees are created, consider the fo llowing expression:

a + b + c� d� e + f � g .

A representation of the structure that is created for this ex pression is presented in �gure

4.10.

As the �gure shows, the operators that have the same precedence are all in the same

level of the tree. Different levels express different prece dences. For instance, the multi-

plication is in a higher level than addition because its prec edence is higher.
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Transform

Renderer

Ink object Viewport

Application

Ink 
coordinates

Transformed 
ink coordinates

Pixels

Figure 4.9: How a Rendererobject draws ink strokes to a viewport

E x p r

E x p rE x p ra

xc

++ b +

exd gxf

Figure 4.10: Rose tree that represents the expressiona + b + c� d� e + f � g
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This tree structure is convenient for the structured select ion, which will be detailed

in section 4.7, and for applying algebraic rules. For instance, for the sub -expression

b+ c� d� eof the expression presented above, if one applies a swap (symmetry) to the

addition operation, the update of the structure is very simp le. It consists of simply

swapping the positions of the node b and the node Expr, as shown in �gure 4.11.

E x p r

xc

+b

exd

E x p r

xc

+ b

exd

S w a p

Figure 4.11: Swap operation

The tree structure that is created by the library contains so me nodes denoted with Expr.

These areExpressiontype nodes, meaning that they are the root of an expression (or sub-

expression). TheExpressiontype nodes are useful for making the search more ef�cient.

These nodes contain the bounding box of the expression that they hold, which avoids

searching all the nodes of the expression individually to �nd a certain node. To clarify

this, consider that a tap is done over an element of a mathematical expression. To �nd

out which node holds that element, the node that contains the point where the tap was

done has to be found. With the use of the Expressionnodes, the search function does

not need to check all the nodes of each expression in the document. It just needs to �nd

out the expression that contains that point, and then search inside that expression. To

�nd the expression that contains the point, the only operatio n that needs to be done is

to check whether that point is inside the bounding box of the c urrent expression. The

information of the bounding box is in the Expression5 node, so there is no need to walk

through the expression's tree to �nd out the expression that c ontains the point. When

the expression is �nally found, these Expressionnodes are also useful. For instance, in

the example presented in �gure 4.10, if a tap is done on the last addition symbol, these

are the only checks that need to be done:

� Check which node (First or Last) is nearer the point where the tap is done: the

5It should be noted that there are two types of what is referred to, in this thesis, as Expressionnodes.

The nodes that are the root of an expression, which have kind ROOT, and the ones in the inner levels of

the trees, which have kind EXPR. The two types carry the same information with exception of t he kind

value. This distinction is needed to determine the beginnin g of each expression.
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result is Last;

� Check whether the point is inside the last Expr node: the result is false; move to

the Left node;

� Check whether the point is inside the last + node: the result is true and this is an

operator node; thus, the node was found.

In this last example, when the last addition operator is tapp ed, it is mentioned that

the search starts from the last Expr node. This happens because the algorithm starts

by checking which of the �rst and last children of the root is ne arer to the point being

searched. It then proceeds with the search through the nearest node. In the case above,

the node that is nearer to the point is the last one. This search for the nearest node is

done to improve the ef�ciency of the search function. More deta ils about the search

functionality are given in section 4.7.1.

4.5.2 Creation of structured trees

To create the trees that represent mathematical expressions, the precedence and the

kind of each operator involved have to be taken into consider ation. To introduce

the algorithm responsible for that, consider the creation o f the tree for the expression

a � b 	 c 	 d 
 g, where all the operators are binary, have the same precedence and

their kinds are as follows:

� � : in�x;

� 	 : right;

� 
 : left;

The algorithm proceeds as follows. First, in the parsing pro cess, the expression is di-

vided in two lists, one that contains the expressions (which in this case is composed of

variables only) and another that contains the operators:

Expressions: [a, b, c, d, g]

Operators: [� , 	 , 	 , 
 ]

Next, the list of operators is processed by a method called indexesHighestPriority. This
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method creates a list of the form [ In�x , Left and Right]. In�x is a list that contains the

indexes of all the operators that are in�x. Left and Rightis a list containing the indexes

(in ascending order) of the left and right operators; this li st is, in fact, a list of lists con-

taining singleton lists for left operators, and non-single ton lists for right operators that

are contiguous in the list of operators. Continuing with the example, the list returned

by indexesHighestPriorityis the following:

[[0], [[1,2],[3]]]

It should be noted that if there were operators with highest p recedence, those would be

processed �rst and, for each precedence, one list similar to t he above would be created.

The next step is to process �rst the left and right operators (L R list). The LR list is pro-

cessed from left to right but, for each list inside it, the pro cessing occurs from right to

left. This has no effect on lists of left operators since they are singleton. However, for

lists of more than one right operator it has the desired effec t of processing the right-

most operators �rst. So, processing the LR list from left to ri ght, [1, 2] is processed �rst.

Next, this list is processed from right to left, thus the oper ator in the index 2 is the �rst

to be processed. Now, looking at the list of operators, that c orresponds to the second

	 . The operands of this operator should be retrieved, that is c and d (positions index

and index+1). With this information, the �rst node can be crea ted using the method

joinNodeswhich returns a node, say n1. Next, the lists of expressions and operators

are reorganised by replacing the operands c and d by the node n1, and removing the

second 	 from the list of operators:

Expressions: [a, b, n1, g]

Operators: [� , 	 , 
 ]

The indexesHighestPriorityis called again with the new lists, returning the following

result:

[[0], [[1],[2]]]

Following the same procedure detailed above, the following sequence of lists is ob-

tained (node n2 and n3 created by the method joinNodes):
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Expressions: [a, n2, g]

Operators: [� , 
 ]

[[0], [1]]

Expressions: [a, n3]

Operators: [� ]

[[0]]

At this point, no more elements are left in the LR list, so the l ist of in�x operators

should be processed. As there is only one operator, the method createIn�xNodesis used

to create the node that will connect a, � , and n3, and to create the root node of the

whole expression.

In this particular example, there is only one in�x operator bu t, if the list of in�x opera-

tors was, for instance, [1,2,4,5](this type of list can appear when there are operators of

different precedences), a list of lists would be created, wh ere each list would contain the

indexes that are contiguous (this list would be created by th e method contiguousLists).

For the list [1,2,4,5]the result would be [[1,2],[4,5]]. This list would be processed from

right to left using the method createIn�xNodes. For each list that this method receives, it

creates the nodes for all the indexes in the list argument, keeping the nodes in the same

level (as it should be done for in�x operators). It then return s the leftmost node so

that it can be connected to the remaining nodes. This list is p rocessed from right to left

since it does not matter the order in which in�x operators are p rocessed and, this way,

it avoids having to recalculate the lists of indexes. If the l ists were processed from left

to right, the indexes would have to be updated at each step. Fo r example, if the list [1,2]

shown above was processed �rst, the operators at indexes 1 and 2 and their operands

would be removed from the lists of expressions and operators . This would mean that

the list [4,5] would no longer be consistent and would have to be recalculat ed.

The example above was introduced to provide the reader with a n intuition of how

the algorithm works. A more precise formulation of the algor ithm is presented below

(Algorithm 2).

As it can be seen in Algorithm 2, if the LR list is non-empty, the size of the list of

expressions decreases by one. Also, if it is empty, the method createIn�xNodesreduces

its size by at least one (but it never becomes empty). Consequently, the algorithm

terminates.
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Algorithm 2 createPrecedenceTree: Creates a tree from the listsexpressionsand

operators
Require: expressions.Count> 0 ^ expressions.Count=operators.Count+1;

if expressions.Count = 1 then

return expressions.First;

end if

indexes = indexesHighestPriority( operators);

in�x = indexes.First; leftRight = indexes.Second;

if leftRight.Count > 0 then

index = (leftRight.First).Last; bop = operators.index;

left = expressions.index; right = expressions.(index+1);

n1 = joinNodes(left,right,bop);

expressions.index = n1;

expressions.Remove(index+1); operators.Remove(index);

return createPrecedenceTree(expressions, operators);

else

contiguous = contiguousLists(in�x);

for i=contiguous.Count - 1; to i=0 do

createIn�xNodes(ref expressions, ref operators, contiguous.i);

end for

return createPrecedenceTree(expressions,operators);

end if
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The discussion above was on creating structure for expressions involving only binary

operators. The above algorithm executes after the parser creates the lists of expressions

and operators. On the other hand, the creation of structure f or the other types of ex-

pressions does not need these lists. For example, the following code shows how the

structure for an expression involving a pre�x operator is cre ated.

pre=DYNAMICPRE x=INT y=INT w=INT h=INT pe=pr imary_expres sion

{

Rectangle r = new Rectangle ( x , y ,w, h ) ;

Node preNode = new Node( r , $pre . tex t , Node . OP_PREFIX ,null ,

null , null , $pe . l oca l ,nu l l ) ;

$pe . l o c a l . Le f t = preNode ;

l o c a l = createExpressionNode ( preNode , r ) ;

}

The method createExpressionNodecreates a node with kind EXPR that holds the node

given as argument, and all the nodes to its right.

Note that the strategy followed by the MST library has some limitations. For example,

when creating structure for the expression : a� b, where : is a pre�x operator with

lower precedence than the in�x operator � , the expression will be parsed as (: a)� b,

which is incorrect. For these cases, the user has to bracket the expressions. Alterna-

tively, the library provides group and ungroup operations t hat can �x these inconsis-

tencies.

Finally, the library provides limited support for combined writing of text and mathe-

matics. So that the parser can differentiate between text and mathematics input, text

has to be delimited by special characters. In the current imp lementation, strings are

stored in a node containing a bounding box of all the strokes t hat compose the strings

(including the delimiters). Although limited, it can be use ful for short annotations in

algorithms and proofs.

4.6 Spatial indexing of handwritten expressions

Many tools that provide the means to write presentations orga nise the presentations'

content by slides or pages. So that this type of organisation could be supported by this

library, the notion of structured slideswas introduced. The idea behind the structured

slides is to keep a structure that stores all the slides and their content in a way that

provides easy access to their structure. For that, the library has a variable (named
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structSlides) which is an instance of the class StructuredSlides. This class has a single

instance variable that consists of a hashtable that maps theidenti�ers of slides or pages

to the mathematical expressions that they hold. Moreover, th is structure allows the

addition and deletion of expressions and can determine whic h expression is situated

at a given point — so that the structure of an expression can be retrieved and changed

when an action is triggered on it.

To retrieve the mathematical expressions contained in eachslide, it is necessary to index

the expressions according to their position on the slide. In other words, it is necessary

to index the expressions spatially. In general, the data structure that is usually used for

indexing rectangles is the R-tree[Gut84] structure. R-trees are tree data structures that

are used for indexing multi-dimensional information; for e xample, the (X, Y) coordi-

nates of geographical data [rtr12]. This data structure splits space with hierarchically

nested bounding boxes (BB), that can possibly overlap. The nodes in R-trees have a

variable number of entries, up to a pre-de�ned maximum, and ea ch corresponds to the

BB that holds its children. Nodes can be of two types: non-lea f nodes and leaf nodes.

Each entry within an internal (non-leaf) node contains:

� a pointer to a child node;

� and the BB that spatially bounds all the children of the child node.

Each entry of a leaf node contains the BB of the object contained in that entry and an

identi�er of the object (which alternatively can be placed in the node). When nodes

get full they are split. The insertion algorithms use the BB i n each node to determine in

which node an entry should be put. A new entry will go into the l eaf node that requires

the least enlargement of its BB. Similarly, the searching algorithms use the BB to check

whether or not to search inside a child node, which avoids unn ecessary searches inside

most nodes.

Although the MST library assumes that the users will never write overlapped expres-

sions, the current implementation of the structured slides is based on R-trees. More

speci�cally, instances of the class StructuredSlidesmap the identi�ers of the slides to R-

trees — that is, there is a distinct R-tree for each slide. Each R-tree contains the structure

of all the mathematical expressions contained within the sl ide.

The implementation used for R-trees is the implementation d eveloped by Aled Morris

that was ported to C# by Dror Gluska. The implementation is fr ee software and is avail-

able at [sf12]. In this implementation, the maximum number of entries per node is 10,
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and when this maximum is reached, the node is divided in two, e ach node containing

a minimum of �ve entries. The search algorithm, when given a re ctangle, �nds all the

entries that contain (or intersect) that rectangle. Howeve r, as the MST library assumes

that there is no overlap of rectangles, the implementation o f the R-trees was changed

so that, when it �nds a node, the search stops immediately. Thi s change makes the

search more ef�cient, since it will avoid continuing the sear ch through nodes that will

not contain the rectangle (please note that, in the case of the MST library, the rectangle

for the search consists of one point only).

This implementation was chosen because it was already available and its performance

is acceptable. Thus, there was no need to implement another library for R-trees. Also,

even though the current implementation of the MST library assumes that there are no

overlaps, there may exist tools that need to allow overlappi ng. In that case, this library

can still be suitable for them (with only a few changes).

It should be noted that the MST library is implemented so that this structure (structured

slides based on R-trees) can be replaced by another structure without much work. For

that, it is only needed to rede�ne the StructuredSlidesclass to support the new structure

in a way that the current API is maintained. This consists of c hanging all the code that

deals with R-trees in the StructuredSlides.cs�le to deal with the new structure.

4.7 Structure editing

4.7.1 Selection and copy

When writing mathematics, content is constantly being copi ed and duplicated. Fre-

quently, from one step of a calculation to the next one, only s mall changes are made to

the expressions. Thus, one has to repeat things that were already written before when

they could simply make use of a copy operation and edit solely the parts of the expres-

sion that need to change. This copy operation would save time to the user and also

avoid the introduction of errors, which often happen when co pying content. To be use-

ful, this copy operation has to be simple and natural to use. T he MST library provides

features that make a copy operation straightforward and eas y to use. However, to copy

content effectively and to apply rules correctly, selectio n of content has to be accurate

since the copy operation needs to know what it should duplica te. The selecting content

using a lasso or a gesture circle is very easy, but, in some cases, it can fail to select the

62



CHAPTER 4: THE TECHNICAL DESIGN

desired content. To allow accurate selection, a structured selection is available. Facil-

ities to tap on separate elements of an expression and selectcontent according to its

structure are provided by the MST library. To illustrate this, consider the expression

a + b� c + d + e.

A possible use of the selection facilities provided by MST library is now presented. The

�gures shown below are taken from a demo tool that was used to te st the facilities.

A single tap on any of the symbols that form the expression sel ects the symbol itself. A

double-tap, however, can have a different effect. If one dou ble-taps on one of the vari-

ables (a, b, c or d) the selection obtained is still the character that was tapp ed. No other

selection can be obtained by tapping on a variable (for varia bles there is no difference

between a single or a double tap). However, if a double-tap is performed on an opera-

tion symbol, the selection behaves differently. In �gure 4.12, the result of a double-tap

on the last addition operation is shown. Because the tool kno ws the structure of the

addition operator, it selects, together with the operation symbol, the two arguments of

the operator (d and e).

Figure 4.12: Double-tap on the last addition operator

In �gures 4.13and 4.14, the result of a double-tap on the �rst and on the second addi-

tion operators, respectively, returns again the addition o perator together with its two

arguments — but now, one of the arguments contains more than j ust a variable. As the

multiplication has higher precedence than the addition, th e tool returns it as one of the

arguments of the addition. For the �rst addition symbol, if th e tool returned only a+ b

it would not replicate what the original expression was expr essing.

Figure 4.13: Double-tap on the �rst addition operator

In �gure 4.15, the result of a double-tap on the multiplication operator i s shown. It

works the same way as for the addition operator.
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Figure 4.14: Double-tap on the second addition operator

Figure 4.15: Double-tap on the multiplication operator

It is possible to extend the selection by continuously tappi ng on one of the operators.

For instance, for the expression above, if one double-taps on the �rst addition, a+ b� c

is selected. If, with a+ b� c selected, one does another double-tap on the �rst addition,

it will extend the selection to a+ b� c + d. Repeating the same process, it will �nally

select the whole expression — that is, it will extend the sele ction to contain + e. On the

other hand, if b� c is selected and if one double-taps on the multiplication ope rator, the

selection will be extended to contain the whole expression.

This structured selection is available for all the structur es supported by the library (al-

gorithms, quanti�ers, etc). The selection depends on FindNodemethod to �nd the node

that was tapped, and on the method FullTreeSelectionto determine the selection (both

methods are de�ned in the Search.cs�le). The method FindNode, which given a point

and a parent node (of kind ROOT or EXPR) �nds the node that contains the point, is a

central method in the library. The selection and most struct ured manipulations depend

on it. A high-level description of the method is presented in algorithm 3.

Basically, given a node, if its bounding box contains the poi nt, then, if the node is an

expression, continue the search through the next level of th e tree; otherwise, return

the current node. If it does not contain the point, check the n ode on the right. The

implementation of the method FindNodecontains more details than presented in Algo-

rithm 3, since it has to deal with some special cases. For example, hints in calculational

proofs are subnodes of nodes of the kind OP and that has to be taken into account in the

search. Also, the method contains an optimisation that, for simplicity, is not presented

in algorithm 3 but was already mentioned in section 4.5.1: it decides whether to start

by the last node of the expression or by the �rst, according to t heir proximity to the

point. The search starts by the node whose bounding box is nearer to the point being

searched. This can improve the method's ef�ciency. Furtherm ore, for expressions that

are written in just one line, if the point is between two nodes , it will return the node
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Algorithm 3 FindNode: Finds the nodethat contains the point given
if node6= null ^ node.BoundingBox.Contains(point) then

node= node.First;

while node6= null do

if node.BoundingBox.Contains(point) then

if node.Kind = EXPR then

return FindNode( point,node);

else

return node;

end if

else

node= node.Right;

end if

end while

end if

return node;

that is nearer to the point. This feature is useful since characters like the dot can be dif-

�cult to target with a pen, resulting in taps around its boundi ng box. FindNodeshould

be extended, in the future, for expressions written in multi ple lines.

Copying structure: Having a way to select content accurately, makes it possible to

copy content accurately. For that, one needs to select what one wants to copy and then

trigger the copy action. By default, the copy can be triggere d by the use of the Check

(�gure 4.16) gesture.

Figure 4.16: Check gesture

The point where the top-left corner of the expression's boun ding box will be placed, is

the one marked in red (the point of the gesture with the lowest x-coordinate). The copy

operation duplicates the ink and its associated structure a nd changes their coordinates

according to the new location. This gesture has other uses in the MST library and the
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association between the copy and this gesture can be changedby the user at anytime,

as it will be detailed in sections 4.7.2and 4.9.

4.7.2 Manipulation rules

As detailed in section 3.6, it is a functional requirement that this library provides s up-

port for algebraic manipulation of handwritten mathematic al expressions. The alge-

braic rules that the library supports are the ones that are mo st often used in calcula-

tions and that consist merely of syntactic manipulation of t he mathematical structures:

symmetry, add/remove brackets, group/ungroup, substitution of equals for equals (Leibniz), dis-

tributivity , and factorisation. Since mathematical expressions have a structure associated

with them, it is possible to implement these rules.

The result of applying an algebraic rule is shown in the users handwriting. That is

done by copying and moving the strokes around on the screen, a fter updating the tree

that represents the expression. In �gure 4.17 the result of applying symmetry to the

expression a+ b is shown.

Figure 4.17: Symmetry

Figure 4.17was obtained by, �rst, handwriting the expression a+ b, recognising it and

creating its structure. Next, the expression was copied below and the symmetry rule

was applied. As it can be seen, the handwriting of both expres sions is the same.

A high-level description of the algorithm that swaps the ope rands of an expression

(symmetry) is shown in Algorithm 4.

The SwapConnectionsmethod interchanges all the connections of its arguments, that is,

all the pointers to the left node are changed to the right node (and vice-versa) and the

right node is changed so that it points to all the nodes pointe d originally by the left

node (and vice-versa). The UpdateBoundingBoxeschanges the bounding box of each of

the nodes to be the new bounding boxes of the strokes that they hold (since they change
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Algorithm 4 Swaps the operands of the operator nodegiven
Require: node.Kind = OP

left = node.Left;

right = node.Right;

node.Left = right;

node.Right = left;

SwapConnections(left,right);

UpdateBoundingBoxes(node, left, right);

their positions). This method also normalises the space between the three elements in-

volved in the operation, i.e., distance between the operato r and the operands becomes

the same.

It should be noted that, after the execution of this algorith m, the structure of the new

expression is updated, but the ink on the screen is not. In fact, the implementation of

the Algorithm 4 creates a list of moves6. These moves correspond to the changes that

should be applied to the ink on the screen and, normally, they should be executed im-

mediately after they are returned. That can be done using the method ExecAnimations.

The same happens in all the other methods that apply algebrai c rules.

For the example shown in �gure 4.17, the list of moves that is created consists of three

Move instances: one for each of the nodes involved. EachMovecontains two instance

variables:

pr iva te Rectangle r ec tang le ;

p r i va te Point o f f S e t ;

The rectanglecontains the bounding box that will be affected by the move, a nd the offset

is the offset that will be applied to the rectangle. In other words, if p is the left-top

corner of the rectangle, all the ink contained in that rectangle is moved to an identi cal

rectangle where the left-top corner is the point p + o f f set. The classMove inherits

its variables from the class AnimationMoves, which is the superclass of all the types

of moves available in the library. The other types of moves an d more details on the

execution of the moves will be presented in section 4.8.

Separating the update of the structure from the update of the ink: In general, dif-

ferent systems represent ink in different ways. So, if the in k was updated inside the

6Algorithm 4 omits the creation of the list of moves to simplify the presen tation.
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manipulation methods, they would have to assume a particula r representation of ink.

This would make it dif�cult (or even impossible) to use these m ethods within tools that

treat ink differently. Separating the update of the structu re from the update of the ink

means that one just needs to implement the method ExecAnimations, which updates the

ink based on a list of moves. This method is very simple to impl ement as it only iter-

ates a list of moves and applies them to the ink 7. By default, there is an ExecAnimations

method available which works on ink as de�ned by the Microsoft T ablet PC API.

Consistency between ink and structure: Since ink and structure updating are sep-

arated, programmers need to be absolutely sure that both wil l be updated after each

manipulation or, otherwise, they have to cancel the manipul ation. If care is not taken,

the document can reach a point where the ink in the screen does not match the in-

ternal structure and it becomes useless. For this reason, the code that makes use of

these facilities needs to assure the execution of both the structure updating and the ink

adjustment.

User-de�ned handwritten characters: Some manipulation rules change the original

expression to an expression containing more strokes than the original one. Although

in some cases the new strokes can be copied from the original, there are rules that

need to introduce characters that are not part of the origina l expression. For example,

the manipulation rule that allows the addition of brackets t o an expression needs to

introduce two new brackets. Thus, the handwritten represen tation of the brackets has

to be saved somewhere. Furthermore, it is desirable that thi s representation uses the

handwriting of the user. For these reasons, the MST library allows the de�nition of

user-de�ned characters by using the UserDe�nedclass. If a programmer wants to add

a new manipulation rule that needs to introduce a handwritte n representation of the

character `X' to an ink object, they can obtain the strokes that form the character by

using the following code:

userde�ned.GetStrokes('X', ink);

where userde�nedis an instance of the UserDe�nedclass. In section4.11, a more general

mechanism for storing user-de�ned templates is presented. I n the future, these two

mechanisms may be uni�ed.

7The method ExecAnimationscan be more complicated than simply iterating a list of moves . In partic-

ular, to support animations (see section 4.8) the method may need to create intermediate moves.
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4.8 Animation support

As mentioned in the previous section, the update of the struc ture is separated from

the update of the ink. This is achieved by creating a list of mo ves while updating the

structure. This list of moves can then be applied to the ink se parately. The existence of

a list of moves can be useful for teaching because, if moves are executed sequentially,

they give the illusion of an animation. This can help the stud ents with seeing how the

rules are applied. It is important to note that the list of mov es has to be carefully created

so that it makes animations useful, i.e., the order in which e ach part of the expression

is going to be moved, has to be easy to follow.

The types of moves available are:

� Move(rectangle,offset): moves the ink inside the rectangleby an offset;

� Copy(rectangle,offset): copies the ink inside the rectangleand moves the copy by an

offset;

� Delete(rectangle): deletes the ink inside the rectangle.

As already mentioned, these moves are executed by anExecAnimationsmethod.

In �gure 4.18, some of the steps of the animation of the Symmetryrule are shown. It is

very dif�cult to convey in images the dynamics of an animation ; the red arrow depicted

in the �gure tries to give a better impression of the animation by indicating the moves.

The animation starts by moving b to its �nal position, then moves + so that it stays

equidistant from b and a, and, �nal, it moves a.

4.9 Gestures support

As already mentioned in section 3.8.1, the use of gestures to trigger actions is a func-

tional requirement for this library, since they can be simpl e and natural to use and they

usually do not interrupt the users thought. The MST library allows the association be-

tween gestures and actions and it provides mechanisms for editing these associations.

This makes it possible for the users to adapt the use of gestures according to their needs.

The gestures supported by the MST library are all the ApplicationGesturesmade avail-

able through the Tablet PC API, with the exception of the Tap and DoubleTap, which
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j)

Figure 4.18: Animation for the Symmetryrule
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are reserved for structured selection8. A list of the application gestures, together with

notes on how to draw them, is available in [ JS03, p. 356] 9.

To detect application gestures, the MST library relies on the mechanisms provided by

the Tablet PC API. However, the way gestures are used within t he library depends

on the associated actions. In particular, depending on the action, the gesture points

that are used may be different. For example, if one wants to associate a gesture with

distributivity, one only has to consider two points of the ge sture, i.e., one point for each

of the operators involved. However, other manipulations ma y need a different number

of points to be considered.

Suppose that to apply distributivity, a SemiCircleRightgesture starting at the operator

that will be distributed and ending over the operator throug h which it will be dis-

tributed is used (as shown in �gure 4.19). Then the �rst and the last points of the

gesture are the only points considered. The result of applyi ng distributivity is shown

in �gure 4.20.

Figure 4.19: Using the SemiCircleRightgesture to distribute multiplication over addi-

tion

An example of a manipulation that only needs the information of one point is Leibniz,

since it only needs to identify which expression has to be rep laced. For instance, a

gesture that is a good candidate for Leibnizis the Checkgesture, as shown in �gure 4.22.

Because this gesture is simple as a trigger andLeibniz is used often in calculational

proofs, this association seems natural. In this case, only the �rst point of the gesture is

considered. The process of applying Leibnizstarts with the selection of the expression

8If needed, programmers can easily include the Tapand DoubleTapgestures. They only need to uncom-

ment two lines of code in the MSTVariables�le.
9The list of application gestures can also be seen at

http://msdn.microsoft.com/en-us/library/ms818591.as px
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Figure 4.20: Result of applying distributivity

that is going to be used to substitute another one (as shown in �gure 4.21).

Figure 4.21: Selection of the expression to be used inLeibniz

Supposing that a+ b = a, using the Checkgesture, the expressiona+ b is substituted by

a as shown in �gure 4.22. The initial point of the Checkgesture indicates the main node

of the expression being replaced. In �gure 4.23the result of applying Leibnizis shown.

Figure 4.22: Application of Leibnizusing the Checkgesture

An example of a task that needs to consider several points is the deletion action. An

example of a gesture that can be used for that is theScratchoutgesture (shown in �gure

4.24). In this case, all the points of the gesture are considered since any strokes that are

intersected by the gesture should be deleted.

The three examples of associations between gestures and actions shown above are pro-

vided by default with the library. These gestures were de�ned to be intuitive or simple

enough for the particular tasks. Besides using gestures for manipulation rules and

editing tasks, gestures are also used within the library to o pen editing windows (the

interface shown in section 4.11.1is an example).
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Figure 4.23: Result of applying Leibniz

Figure 4.24: The Scratchoutgesture

Adding new actions to be triggered by gestures: All the gestures facilities are avail-

able in the module Gestures. The associations between gestures and actions that are

de�ned are held by a global variable of the library named MSTGestureManips. To add a

new gesture to the system, a new instance of the classMSTGestureManiphas to be cre-

ated. In algorithm 5, the pseudocode of the delete action and how to start its execution

is shown (where g is the object representing a gesture):

Algorithm 5
if MSTGestureManips.Contains(g) then

if MSTGestureManips[g] = MANIP_DEL then

�nd the node n that contains the �rst point of gesture g;

if n 6= null then

delete structure from slide;

end if

delete all the strokes that intersect the points of the gesture g;

end if

end if

To associate gestures with actions, an editor is provided. Figure 4.25shows the editor

as it is shown to the users.

If a new action is added to the library, then it should be made a vailable through this

editor so that it can be associated with gestures. To do that, one only has to add the

identi�er of the action to the global variable MRulesNames. It should be noted that

one action can be associated with several gestures. However, gestures can only be
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Figure 4.25: Gestures' Editor

associated with one action (otherwise, it would be dif�cult, if not impossible in some

cases, to identify which action should be started). Note, ho wever, that it is possible to

de�ne actions that perform differently depending on the cont ext. For example, before,

we have used the Checkgesture to both copy structure (section 4.7.1) and to perform

Leibniz. This was possible because both are de�ned within the same action. For that

action, a test determines if there is a structured expression under the initial point of

the Checkgesture: if there is, then replace that expression, otherwise, just copy to that

location the expression that was selected.

4.10 Markup and binary outputs for mathematical expression s

As already mentioned in section 4.6, the library contains a StructuredSlidesclass that

associates each slide/page of the presentation, with an R-Treethat contains all the ex-

pressions within that slide. All the objects involved in thi s structure are serializable10.

Thus, they can be written to a �le and loaded using the standard mechanisms provided

by C#, or by using the methods SaveMSTStructureand LoadMSTStructureprovided by

the MST library. It should be noted that the library does not provide any meth ods to

save ink, since the applications that use this library shoul d already provide facilities

to save the content of their documents (which includes the in k). To save and load the

10The original implementation of the R-Treeswas not serializable. Thus a small modi�cation had to be

done to the original code.
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structure at the same time as the content of the documents, programmers only have

to use (within their implementation) the methods mentioned above. Given a FileInfo f,

these methods will save (or load) the �le (f.name).mstand this can be combined with

the custom save (or load) of the applications.

The MST library also provides methods to save and load single expressions together

with the ink in a plain text format. The class XML contains these methods. The text

format created has the following structure:

<ink> InkML that represents the ink </ink>

<tree> TreeML that represents the structure of the document </tree>

Basically, the �le is an XML �le that describes the content of the document. The InkML

[ink11] format is an XML data format for representing digital ink dat a that is input with

an electronic pen or stylus as part of a multimodal system. Th e TreeMLwas de�ned for

this project with the purpose of saving the structure of expr essions. It consists only of

a few XML tags that describe the structure of the rose trees. The TreeML tags that are

currently de�ned are the following:

� <node> � � � </node> Describes a node;

� <bb> � � � </bb> Holds the information of a bounding box (x, y, width and

height);

� <reco> � � � </reco> Character that represents the recognition of the handwrit-

ten held by the node;

� <kind> � � � </kind> Kind of the node (1 to represent an expression, 2 to repre-

sent an operator, etc);

� <children> � � � </children> Contains the nodes that are children of the node

being described.

The InkML is written to the �le using the InkML toolkit (InkMLTk [ ink08]) which aims to

provide a suite of tools for working with InkML documents. In p articular, the converter

ISF2inkML that is provided by the InkMLTk is used to convert an Ink object into InkML.

The result of using this converter forms the �rst part of the �le . The second part (the

TreeML description) is generated by code created for this lib rary, and basically walks

through the tree and writes to the �le the representation of th is tree.
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Reading these �les is straightforward: the InkML is loaded usi ng the InkMLTk and the

TreeML is parsed by the library to create the rose tree that the TreeML represents. To

read the InkML, the converter InkML2ISF is used. This converter transforms the InkML

into an ISF from which an Ink object can be immediately extrac ted and shown on the

screen. However, there is a problem with this converter, whi ch results in the loss of

some information about the strokes. Consequently, strokes are not loaded exactly as

they were in the original document (they appear to be thinner than originally). This

problem has already been reported to the InkMLTk community.

A fragment of the plain text format described above, showing only the representation

of a node, is presented below:

<ink>

...

</ink>

<tree>

...

<node>

<bb>4377 2439 1078 542</bb>

<reco>a</reco>

<kind>3</kind>

</node>

...

</tree>

Methods to save and load StructuredSlidesto and from the plain text format are not

provided in the library, because StructuredSlidesassociate arbitrary objectsrepresenting

slides with R-trees. Different systems have different de�nitions for slides. Fo r example,

slides may contain information about the background image o r colour of the slide while

others may have a timestamp. This makes it impossible to pred ict which tags should

be used to represent the information. However, this mechani sm for creating an XML

description of an expression is made available so that progr ammers can combine it

with their own �le de�nitions if needed.
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4.11 Experimental features

As already mentioned, the aim of this project is to provide a � exible and straightfor-

ward way to teach mathematics. For that reason, some experimental features11 were

developed. In the next two sections, these features are presented.

4.11.1 Handwritten templates

A major handicap for this project is the recognition of mathe matics. As it is dif�cult to

recognise expressions, it becomes dif�cult to create structure for them. For this reason,

the MST library contains an experimental mechanism for handwritten templa tes. Users

are able to store expressions with structure and use them whenever they want. These

expressions can be seen as templates and, using substitution of equals for equals, can

be used to write more complex expressions. For example, the user may de�ne tem-

plates for the GCL language that can be reused later, avoiding the burden of hav ing to

recognise it again.

In the current system, if the user wants to use a prede�ned temp late, they can open a

template selector window using a gesture (currently the Squaregesture12). If a template

is to be inserted, it is inserted at the �rst point of the gestur e. If there is any expression

under the point, Leibnizis applied (this is a way of writing complex expressions). Fi g-

ure 4.26shows the current version of the template selector. The templates shown are a

subset of GCL expressions that can be composed to write complete algorithms. Cate-

gories can be used to organise the templates.

The idea of these templates was inspired by the Mathspad stencils. However, com-

pared to Mathspad, the MST library's implementation is very primitive. For example, in

Mathspad, when a stencil is updated, the document is also updated to re �ect the sten-

cil's changes. More importantly, in Mathspad, one is able to create stencils representing

new structures. None of these features is currently availab le in the MST library.

11These features are called experimental because they were developed to test concepts that were not

developed in depth.
12Please recall that the user can change this gesture at anytime.
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Figure 4.26: Templates selector

4.11.2 Automatic space adjustment

One feature that is implemented but is not included in the MST library is the automatic

space adjustment of mathematical expressions. This comes as a suggestion of a feature

that can improve the users experience while writing mathema tics. The idea behind this

feature is that the user does not have to stop to adjust the spacing to continue with their

writing when no space is left: the tool can do that for them. Fo r example, if the user is

editing the summation quanti�er shown in �gure 4.27,

Figure 4.27: Summation

the characters marked in red are adjusted automatically as the user writes inside the

quanti�er expression. If the user is writing near one of these characters, the expression

extends automatically, relieving the user from the work of h aving to adjust it manually

and having to interrupt what they are doing. In the example of �gure 4.27the term's

expression is not �nished, so if one starts to write the rest of the expression, the 'i '

symbol will move to the right, allowing space for �nishing the term.

This feature is not included in the library since it depends o n how ink is collected and

the author does not know any good way of making it available in a general form.
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Integration into external tools

In this chapter, a general description of how to extend tools using the MST library is

given. To illustrate that the library can be easily integrat ed, this chapter also describes

the library's integration into the Classroom Presenter.

5.1 Introduction

Creating a tool for the particular needs of a group of users ma y make it unsuitable for

another group. A particular worrying aspect of this project was that, if an application

was provided instead of a class library, it would be too orien ted to algorithmic problem

solving, which could lead it to quickly become outdated and u nused. For this reason

(and others mentioned in section 3), the main result of this project is a class library that

can be easily integrated into other tools. This makes it possible for developers to freely

use within their tools features of the MST library that they mi ght �nd useful, and in the

way they �nd best suited. Furthermore, programmers can choos e features according

to what makes sense to the users of their applications. For example, in tools for doc-

ument preparation only, automatic manipulation will be use ful while animations will

not make sense — since they exist for educational purposes and, in principle, a user of

a document preparation tool already understands how the rul es are used.

The goal of this chapter is to show that integrating the MST library into other applica-

tions is straightforward, especially for .NET applications. In section 5.2a brief descrip-

tion of how tools can make use of the library is given, and in se ction 5.3 it is described

how the library was used to extend Classroom Presenter, a system developed to create

interactive presentations using a Tablet PC, into a structu re editor suited for teaching
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algorithmic problem solving.

5.2 How to integrate the library

To use theMST library within a tool one has to import the library into a project, ext end

the user interface to allow the use of the imported features, and start using them. In

some cases, small adaptations have to be made to match the types used by the tool

and the ones that the methods of the library are expecting. Ho wever, the library was

created to be as general as possible in order to avoid this type of problem.

The MST library is divided in modules. Each module supports one of the main fe atures

of the library. The reason for this is that it makes the functi onalities of each module

independent from other modules. 1. So, if a programmer wants to use, for example, the

gestures' facilities provided by the library, they only hav e to use the functions exported

by the Gesturesmodule.

The modules provided by the library are the following:

� Recognisers: for connecting recognisers and for recognition of the input;

� Parsers: for connecting parsers and for creating the structure representing the

syntax of the input;

� Structure: for operations on the structure (like structure d selection and anima-

tions);

� Gestures: responsible for associating gestures with actions.

In the next four subsections, an overview of each module is gi ven.

5.2.1 Module Recognisers

The module Recognisersis responsible for all the recognition facilities and for th e con-

nection to available recognisers. To use the facilities provided by this module one has

to import the MST.Recognisersnamespace and, if one does not want to use the de-

fault recogniser (the module has already one recogniser de�n ed), one has to de�ne

1However, there are internal dependencies — for example, the module Gesturesassumes the structure

de�ned in the module Structure.
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a MSTRecogniser, i.e. de�ne a class that implements the interface MSTRecogniser. This

interface has one single method with signature:

public RecAlternatives mstRecognize(Strokes s);

which has to be de�ned by the classes that implement the MSTRecogniser. This mstRec-

ognizemethod is the central part of the recognition. The aim of this method is to recog-

nise the strokes given as input and return a RecAlternatives, which is a list of pairs of the

form (Recognition, BoundingBox), i.e. the recognition of a given character together with

its bounding box. This list of pairs consists of the results r eturned by the recogniser

being used. These can then be shown to the user so that they canchoose the correct

recognition result.

This process can be done step-by-step by the programmer, but to help with the process

of calling the recogniser and showing the recognition resul ts to the user, the CallRecog-

niserclass was created. This class has four instance variables:

1. Strokes stroke: strokes to be recognised;

2. MSTRecogniser rec: recogniser to be used;

3. String BoundingBoxes: bounding boxes of the strokes being recognised;

4. String recResultSelected: recognition result;

and it can be used in two ways:

1. CallRecogniser(Strokes strokes): creates an instance of the class with the strokes

given as argument and with the default recogniser — which is d e�ned to be the

recogniser from Maple;

2. CallRecogniser(MSTRecogniser recognizer, Strokes strokes): creates an instance with

the strokes given as argument and the recogniser recognizer— the argument of

the method.

After the creation of an instance of the class CallRecogniser, the method with signature:

public String recognize();

can be called on the instance. This method will recognise the instance's strokes using

the instance's recogniser. By the end of its execution, the values of BoundingBoxesand
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recResultSelectedare set and can be accessed. During the execution of this method a

window with the recognition alternatives is shown to the use r. The user is given the

freedom to choose the correct recognition or even edit the recognition results in case

they do not match the input. The value selected/introduced b y the user is the one that

will be set as the recResultSelected.

Using the facilities provided by the module Recognisers, programmers do not have to

worry about all the intermediate steps between sending stro kes to the recogniser and

obtaining a recognition result. The only work that has to be d one by the programmer

is to create aMSTRecogniser, in case they want to use a speci�c recogniser. Otherwise,

the default recogniser is used and the programmer does not ev en have to worry about

that.

In summary, to make use of the module Recognisersthe following steps are needed:

1. import MST.Recognisers;

2. de�ne class that implements the MSTRecogniser(optional);

3. create an instance of the classCallRecogniser;

4. and, �nally, call the method recognizeon the CallRecogniser's instance.

5.2.2 Module Parsers

The module Parsersallows the connection of parsers, and is responsible for the creation

of structure for handwritten input.

Similarly to the module Recognisers, to use the facilities provided by the module Parsers,

one has to import the MST.Parsersnamespace and de�ne a MSTParser— a class that

implements the interface MSTParser. This interface also has one single method with

signature:

public Node mstCreateStructure(String reco);

which has to be implemented by the classes that implements th e MSTParser. The Node

returned by the method above corresponds to the root of the tr ee that holds the whole

structure that represents the string given as argument. As m entioned in chapter 4,

the string argument is composed of the recognition string an d the information of the

bounding boxes of the strokes that where recognised. An example of such a string is:
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"4366 3168 3518 949 a 4366 3541 1002 576 + 6031 3496 689 474 b 7323 3168 561 835".

This string represents the expression a + b where each set of four integers forms a

bounding box of the form (x coordinate, y coordinate, width, height), being the �rst

set of four integers the bounding box of the whole expression and each set of four

values after each character the character's bounding box. Thus, in order to make the

mstCreateStructuremethod work, a string of this form has to be created. To avoid t he

work of having to do each step of the parsing process separately (like having to create

the string that the mstCreateStructureis expecting as input) a class calledCallParserwas

created. This class has three instance variables:

1. String exp_reco: string to be parsed;

2. String boundingBoxes: string representing the bounding boxes of the symbols that

form the expression being parsed;

3. MSTParser parser: parser that will be used;

and similarly to the CallRecogniserdescribed in the previous section, this class can be

used in two ways:

1. CallParser(String exp_reco, String boundingBoxes): creates an instance of the class

with the string exp_reco, the bounding boxes boundingBoxesand with the default

parser. The default parser is de�ned to be the DynamicAntlr parser that was de-

scribed in chapter 4;

2. CallParser(MSTParser parser, String exp_reco, String boundingBoxes): same as method

above but, in this case, the parser is set to be theparsergiven as input.

Note that the programmer does not have to calculate the bound ing boxes of the char-

acters, as these can be created by the moduleRecognizers.

After the creation of an instance of CallParser, the method with signature:

public Node createStructure();

can be called on the instance. This method will create the string that combines the

recognition result with the bounding boxes, send it to the pa rser and return the root

node of the tree that represents the expression.
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In summary, to make use of the module Parsersthe following steps are needed:

1. import MST.Parsers;

2. de�ne class that implements the MSTParser(optional);

3. create an instance of the classCallParser;

4. and call the method createStructureon the CallParser's instance.

5.2.3 Module Structure

The module Structure is the module responsible for all the structure de�nitions an d

facilities. In this section, we concentrate on the use of its facilities. For a more technical

description of this module, please see chapter 4.

To make use of this module, one has to import the namespace MST.Structure. Struc-

tured selection, manipulation rules and animations are all facilities provided by this

module. Of course that these were created for the type of trees that were de�ned in this

library and, as such, to make use of these the structure to whi ch they are applied has to

be consistent with the structure de�ned in this project.

The Searchclass is the one responsible for structured selection. Its main methods are

FindNodeand FullTreeSelectionwith the following signatures:

public static Node FindNode(Point p, Node n);

public static Strokes FullTreeSelection(ArrayList SelectedNodes,

Node n, Point p, Strokes wholeScreen);

Given an expression represented by the node n and a point p, the method FindNode

�nds the (sub-)node that contains the point p. For example, if the arguments are the

root node of a tree that holds the expression a+ b� c, and a point intersecting the strokes

of the multiplication sign, FindNodereturns the node that hold the multiplication sign

(� ). This method is often used to identify the node where the use r has touched with

the pen.

The method FullTreeSelectionis responsible for the structured selection of expressions.

The argument n corresponds to the root of the tree that holds the slide where the

method was triggered, SelectedNodesis the list that holds all the nodes that are selected
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and to which new nodes will be added, p is the point where the structured selection

was triggered, and wholeScreenholds all the strokes in the context. This method returns

a Strokesobject containing all the strokes that should be put in the se lection.

The classManipulationRulesholds all the methods related with the manipulation rules

and animations. The rules currently de�ned are reverse, group , ungroup , add brack-

ets, remove brackets, distributivity , factorisation , and Leibniz . The signatures of the

methods available are the following:

1. public static ArrayList reverse(Boolean animation, Node root, Strokes selected, Ink ink,

Form f): reverses the strokesselectedaccording to their mathematical structure;

2. public static Node group(Node root, Strokes selected): groups the strokes selectedac-

cording to their mathematical structure;

3. public static void ungroup(Node root, Strokes selected): ungroups the strokes selected

according to their mathematical structure;

4. public static void addBrackets(Node root, Strokes selected,UserDe�ned currentUser, Ink

ink): adds brackets to the strokesselected. It needs to access aUserDe�nedinstance

so that it can retrieve the user's handwritten representati on of the brackets;

5. public static void removeBrackets(Node root, Strokes selected, Ink ink): removes the

outermost brackets of the strokes selected;

6. public static ArrayList distribute(Boolean animation, Ink ink, Node initial, Node �nal):

distributes the operator in the node initial over the operator in the node �nal ;

7. public static ArrayList factorise(Boolean animation, Strokes selected, Node root, Node

initial) : factorises the operator in the node initial and its left operand out of the

whole expression represented by the strokes selected;

8. public static Node Leibniz(Node n, Node n0, Point inkPoint,Ink ink, Strokes selected):

replaces the expression whose main node isn by the expression whose main node

is n0. The inkPoint is the point where the trigger for the rule was detected (for

instance, a tap), andselectedare the strokes that will replace node n's strokes (their

representation has root node n0).

In the above, the argument animation indicates whether the operation should be ani-

mated, the root argument is the root of the tree that represents the expression to which
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the rule is being applied, the argument ink is the Ink object that contains the whole ink

of the slide, and the form f is the form where the action is being triggered. For all these

methods, actions are executed only if they maintain a struct ure that makes sense in

mathematical terms (for example, they will not replace " a + b" by "a + " since addition

is a binary operator).

As previously mentioned, the module Structurehas all the de�nitions for the structures

used within the methods of the MST library. As detailed in section 5.2.2, the struc-

ture for a single mathematical expression can be obtained by using the createStructure()

method. If the programmer wants to store multiple expressio ns within the same spatial

context — for example, multiple expressions in a single slid e — the classStructureSlide

can be used2. This class has one single instance variable (Hashtable structSlides) which

associates identi�ers of slides with the RTreethat holds all the expressions present in

that slide. To use this class one just needs to create an instance (new structuredSlide())

and use the methodsadd, get, and delto add, access and delete expressions stored in the

RTrees. Some of the methods described in this chapter assume the existence of a slide

identi�er ( slideId) and using this class can simplify the use of those methods. N onethe-

less, existent structures can still be used either by mapping them into a StructuredSlide

or by de�ning a new variable in the MSTVariablesclass with the name structSlidesthat

provides methods with the same signature as the ones available in the StructuredSlide's

class.

5.2.4 Module Gestures

The module Gesturesis responsible for the association of gestures with actions. As

already described in chapter 4, users can edit, in runtime, the association between ges-

tures and actions making it possible for each user to choose whichever gestures they

�nd more convenient. To make use of this module the namespace MST.Gesturesneeds

to be imported. The Main class in this namespace contains the method with the follow-

ing signature:

public static bool exec_gesture(Object slideId, Object selectionSlideId,

ApplicationGesture g, ArrayList pts, Ink ink, Strokes sele ction, Form f1);

With this method, given the slide where the action should be d one (identi�ed by slideId)

and the selectionSlideIdwhich is the id of a slide with a selection (it is needed for act ions
2As explained in chapter 4, this class is based on range trees.
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that require a set of selected strokes — for instance, Leibniz needs an indication of

which strokes will replace the ones that will be removed), gi ven an application ges-

ture g, a list of points ( pts) that form the stroke that triggered the gesture, the ink of

the current slide, the selected strokes (selection) and the form where the action was trig-

gered (f1), it executes the action associated with the given application gesture. The form

needs to be given as an argument so that its screen can be updated after the moves of

its strokes. The information about which action should be ex ecuted is retrieved from

the hashtableMSTGestureManips, which is de�ned in the class MSTVariables. TheMST-

GestureManipsassociates gestures with instances of the classMSTGestureManip. This

class has the following instance variables:

1. String name: name of the manipulation;

2. String description: description of what the manipulation does.

The available MSTGestureManipinstances are de�ned in the class MSTVariables. If other

instances are needed, they should be added to this class. By default, some gestures

are already associated with actions. To change the default associations and add new

associations, the form GestureEditorcan be used.

5.3 An Example: Extending Classroom Presenter

Classroom Presenter (CP) [AAHW04 , AAS+ ] is a tool which aims to facilitate the active

learning in the classroom by the use of networked Tablet PCs and digital ink. The

lecturer can create a network session to which the students can connect using their

own Tablet PCs. Through that network, the lecturer can distr ibute electronic slides,

which will be received by the students' computers. The lectu rer can annotate the slides

and the annotations are sent to the students and to a public di splay in real-time. Thus

students can follow through their own computers what the lec turer is doing and they

can add their own comments to presentations, which they can t hen submit through the

network to the lecturer. The lecturer can also pose activiti es for the students to solve

in their own machines and send their solutions back to him. Th e lecturer receives the

students' submissions in a private �lmstrip and can show them to the whole class if

desired.

As CP is an application that is aimed for teaching and emphasises i nteractivity in the

classroom, it is a good example of an application that can mak e use of the function-
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alities that the MST library provides. Moreover, as this tool has already many func-

tionalities that are useful for teaching (like presentatio ns being shown in real-time in

the students' computers, inking with different colourings and powerpoint slides man-

agement), it can be used as a basis for the construction of a standalone, ready-to-use

structure editor of handwritten mathematics.

Extending the CP has posed many dif�culties, mostly because of the non-existe nt doc-

umentation. However, the main features described in previo us chapters were success-

fully integrated into the CP. This supports the claim that the MST library is usable and

general enough to be used by tools that were created with no at tempt to make them

compatible with the library.

Before describing how the integration was done, an example scenario of the use of the

CP is presented in the �gures 5.1and 5.2below.

(a) Teacher's screen: teacher

poses a problem

(b) Student's screen: student

writes a solution

Figure 5.1: Classroom Presenter in use

In �gure 5.1a, the lecturer writes a problem for the students. In �gure 5.1b, one student's

screen is shown with the answer that the student is going to se nd to the lecturer.

Figure 5.2ashows the lecturer's screen — the answers of the students areon the top-

right corner of the screen (highlighted in red). Three answe rs were received. In �gure

5.2b, the lecturer's screen is once again shown but, this time, the lecturer has selected

one of the students' answers to be shown to the audience.

The interaction in the classroom can be improved using this t ool (tests performed con-

�rm this; see section ??). Most students do not like to raise their hands and provide

an answer during a lecture. Writing it, sending it back to the teacher and, for example,

having it shown without being identi�ed, can make them engage better with the mate-
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(a) Teacher receives solutions

from students

(b) Teacher selects one solution

Figure 5.2: Classroom Presenter in use

rial. This also gives the teacher the opportunity to add as mu ch or as little content to its

presentations during the lecture, being assured that the students will have a copy of it

immediately and that they can add their own comments to it whi le the content is being

taught.

The extended version of the CP now supports all the main features provided by the

MST library. The following example shows some of those features in use. Figure 5.3

shows a slide with an intermediate step of a derivation of Euc lid's algorithm:

Figure 5.3: Intermediate step of a derivation of Euclid's algorithm

As structure is created for all the mathematical expression s present in the screen (in-

cluding the algorithm), the structure can be manipulated to continue with the deriva-

tion. Note that � in the example represents the assignment to a variable (c � x assigns

the value of x to c).

In �gure 5.4athe expressionm� n is selected in order to substitute x by it; in �gure 5.4b
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Leibniz is used to make the substitution — the tick gesture tr iggers Leibniz; in �gure

5.4cthe result of the substitution is shown.

(a) Select expression (b) Use tick gesture to trigger Leibniz

(c) Result
Figure 5.4: Derivation of Euclid's algorithm (Part I)

In �gure 5.5, the subexpressionn in m� n is replaced by a using Leibniz.

In �gure 5.6, a step similar to the previous one is done: m in m� a is replaced by c.

In �gure 5.7, y is replaced by c� a using, again, Leibniz.

Finally, in �gure 5.8, c� a is selected, the manipulation rule reverseis triggered through

the menu and the �nal result is obtained.

This example is simple and most of the steps could have been done by simply deleting

and copying strokes. However, one should not forget that thi s is only an illustration

of what can be done and these features scale to more complicated problems, where

much larger expressions are involved. The features provide d by the MST library are

a simple and reliable way of doing this kind of calculation, s ince they assist with the

manipulations involved and help to avoid the introduction o f error — which happens

often when using copy-and-paste.
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(a) Select expression (b) Use tick gesture to trigger Leibniz

(c) Result
Figure 5.5: Derivation of Euclid's algorithm (Part II)

5.3.1 Technical details

The version of the Classroom Presenterthat is used in this project is 3.1 Version 1719. CP

is written using the Microsoft's Tablet PC APIand, in particular, it uses the RealTimeSty-

lus class which provides lower-level, higher performance acce ss to stylus input than

standard ink collection. The RealTimeStylusis designed to provide real-time access to

the data stream from the tablet pen. Since MST library was initially created to use with

a standard ink collection (in particular, the use of an InkOv erlay), small adaptations

had to be done. For instance, the method ExecAnimationsof the MST library:

publ ic s t a t i c void ExecAnimations ( ArrayL is t moves , InkOverlay inkOver )

{

ExecAnimations ( moves , inkOver , nu l l ) ;

}

assumes the existence of an InkOverlay, which does not exist in the case of theCP. But

to solve this type of incompatibilities, methods as simple a s the following:
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(a) Select expression (b) Use tick gesture to trigger Leibniz

(c) Result
Figure 5.6: Derivation of Euclid's algorithm (Part III)

(a) Select expression (b) Use tick gesture to trigger Leibniz

(c) Result
Figure 5.7: Derivation of Euclid's algorithm (Part IV)
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(a) Select expression and use menu to

trigger reverse

(b) Result

Figure 5.8: Derivation of Euclid's algorithm (Part V)

publ ic s t a t i c void ExecAnimations ( ArrayL is t moves , Ink ink , Form f )

{

InkOverlay io = new InkOverlay ( ) ;

io . Ink = ink ;

ExecAnimations ( moves , io , f ) ;

}

were created. The few type incompatibilities that were foun d were solved with the

addition of simple wrapper methods like the one shown above 3.

One of the goals of the integration of the MST library into the the CP was to keep the

changes to theCPas minimal as possible. This goal was achieved since the integration

of the library involved adding code instead of changing the o riginal source code. To

achieve the goal of adding the library's features to the CP two main additions were

made to the CP's implementation:

� inclusion of the LassoPlugin;

� and the creation of the menu MathSpadMenu.

LassoPlugin This class is responsible for the lasso selection tool. TheLassoPluginclass

was already written but, for some unknown reason, it was not b eing used within the

CP. Now it is used and, with some additional code, it is now respo nsible for all the

3The methods that were created to overcome the incompatibili ties with the Classroom Presenterare now

part of the library and make the library suitable for tools th at use the RealTimeStylus.
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selection facilities and for the triggering of gestures. To enable gesture recognition in

the CPthe following code was added to the PresentationLayout.cs�le:

GestureRecognizer myGestureRec = new GestureRecognizer ( ) ;

Appl icat ionGesture [ ] gs = { Appl icat ionGesture . Al lGestu res } ;

myGestureRec . EnableGestures ( gs ) ;

myGestureRec . Enabled = true ;

t h i s . m_RealTimeStylus . AsyncPlug inCol lect ion .Add( myGestu reRec ) ;

Here, a GestureRecognizeris created and enabled, and the interest of the myGestureRec

in all possible gestures is declared. The myGestureRecis then added to the AsyncPlug-

inCollectionso that it can interact with the data stream from the tablet pe n. To indicate

what to do when a gesture is recognised, the following code wa s added to the Lasso-

Plugin:

void ISty lusSyncPlug in . CustomStylusDataAdded ( RealTimeSty lus sender ,

CustomStylusData data )

{

( . . . )

i f ( data . CustomDataId == GestureRecognizer . GestureRecognit ionDataGuid )

{

GestureRecogni t ionData grd = ( GestureRecogni t ionData ) d ata . Data ;

Ges tureAl te rnate ga = grd [ 0 ] ;

i f ( afmCol lected . Count != 0) / / I f t h e l a s s o has c o l l e c t e d da ta .

{

using ( Synchronizer . Lock ( th i s . m_Display . SyncRoot ) )

{

using ( Synchronizer . Lock ( th i s . m_Sheet . SyncRoot ) )

{

bool g = MST. Gestures . Main . exec_ges ture (

t h i s . m_Display . S l i de . Id , a fmSe lec t ionSl ide Id ,

ga . Id , afmCol lected , t h i s . m_Sheet . Ink ,

t h i s . afmSelect ion , t h i s . m_Control . FindForm ( ) ) ;

i f ( g )

{

t h i s . m_Sheet . S e l e c t i o n = nul l ;

}

CPresente r_updateL is teners (t h i s . m_Sheet ) ;

}

}
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}

}

}

The IStylusSyncPlugin.CustomStylusDataAddedis triggered when custom data is avail-

able. When that custom data consists of a gesture theif statement above will be ex-

ecuted. In short, the gesture is identi�ed (as a “check”, “cir cle”, etc) and, if the lasso

was used to trigger the gesture (afmcollected.Count != 0), then all the relevant locks are

applied and the method exec_gesturefrom the MST library is called. After all the actions

triggered by the gesture are completed, all the listeners of the current session receive

the updated screen.

With respect to the structured selection, the following cod e was added:

void ISty lusSyncPlug in . SystemGesture ( RealTimeStylus sender ,

SystemGestureData data )

{

( . . . )

/ / Double tap

i f ( data . Id == SystemGesture . DoubleTap )

{

taps = 2 ;

using ( Synchronizer . Lock ( th i s . m_Display . SyncRoot ) )

{

using ( Synchronizer . Lock ( th i s . m_Sheet . SyncRoot ) )

{

Point x = new Point ( las tX , l as tY ) ;

Node roo t = MSTVariables . s t r u c t S l i d e s . get (

t h i s . m_Display . S l i de . Id , x ) ;

i f ( roo t != nul l )

{

i n t sncount = selectedNodes . Count ;

MST. S t r uc tu r e . Search . F u l l T r e e S e l ec t i on (

selectedNodes , root ,

x , t h i s . m_Sheet . Ink . St rokes ) ;

Rectangle r ;
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fo r ( i n t i = 0 ; i < selectedNodes . Count ; i ++)

{

r = ( ( Node) selectedNodes [ i ] ) . BoundingBox ;

se lec tedS t r ok es .Add( th i s . m_Sheet . Ink . Hi tTest ( r ,

MSTVariables . p e r c e n t I n t e r s e c t ) ) ;

}

t h i s . m_Sheet . S e l e c t i o n = se lec tedS t r ok es ;

t h i s . a fmSe lec t ion = se lec tedS t r ok es ;

t h i s . a fmSe lec t i onS l i de Id = th i s . m_Display . S l i de . Id ;

t h i s . m_Display . Inva l i da te ( ) ;

}

}

}

}

}

When a double tap is detected, the node that contains the poin t of the last tap (x) is

obtained and used as an argument for the FullTreeSelectionmethod from the MST li-

brary. After its execution, all the strokes contained in the selectedNodesare added to the

selectedStrokeswhich are then set to be the current selection.

As the two examples above show (structured selection and gestures), the use of the

MST library's methods in the CPis quite straightforward. However, some small changes

had to be done to other parts of the CP's code. For example, some new variables

where added to the code to keep values that are needed for the use of theMST library's

methods and their values are set while the system is handling packets (HandlePackets

method). Variables like afmSelection, afmCollected, lastX, lastY are new and correspond

to, respectively, the last selection that was done, the last sequence of points collected

through the use of the lasso, and the x and y coordinates of the last point where the

stylus touched the screen.

MathSpadMenu The MathSpadMenucorresponds to a new menu in the user inter-

face, from which the user can start the recogniser, create new structure, manipulate

structure, turn on/off the animations and access the editor s for the operators and ges-

tures. This class was created following the same structure of the other menus that were

already available in the CP. For each of the menu options a class was created contain-

ing the de�nition of the constructor for the menu item and de�ni tion of the behaviour

when the menu item is clicked. For example, for the recogniti on and creation of struc-
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ture the following class was created (some code has been omitted for simplicity):

publ ic c l ass RecognizeMenuItem : MenuItem , InkSheetAdapter . IAdaptee

{

protected readonly PresenterModel m_Model ;

p r i va te readonly EventQueue m_EventQueue ;

p r iva te InkSheetModel m_Sheet ;

publ ic RecognizeMenuItem ( ControlEventQueue dispatcher ,

PresenterModel model )

{

t h i s . m_EventQueue = d ispatcher ;

t h i s . m_Model = model ;

t h i s . Text = " Recognise and c r ea te s t r uc tu r e " ;

Misc . MenuShortcutHelper . Se tShor tcu t ( th is , Keys . Contro l | Keys .M) ;

}

pro tected overr ide void OnClick ( EventArgs e )

{

base . OnClick ( e ) ;

using ( th i s . m_Model . Workspace . Lock ( ) )

{

using ( Synchronizer . Lock (

th i s . m_Model . Workspace . CurrentDeckTraversal . Value . SyncRoot ) )

{

SlideModel s l i d e =

th i s . m_Model . Workspace . CurrentDeckTraversal . Value . Curre nt . S l i de ;

InkSheetModel shee t = ( InkSheetModel ) s l i d e . Annotat ionS heets [ 0 ] ;

using ( Synchronizer . Lock ( sheet . SyncRoot ) )

{

M ic roso f t . Ink . St rokes s e l e c t i o n = sheet . S e l e c t i o n ;

i f ( s e l e c t i o n != nul l )

{

Cal lRecognizer cr = new Cal lRecognizer ( s e l e c t i o n ) ;

S t r i ng c = cr . recognize ( ) ;

S t r i ng bb = cr . BoundingBoxes ;

Ca l lPa r se r cp = new Ca l lPa r se r ( c , bb ) ;

MSTVariables . roo t = cp . c r e a t e S t r u c t u r e ( ) ;

MSTVariables . s t r u c t S l i d e s 2 . add ( s l i d e . Id ,

MSTVariables . roo t ) ;
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}

e lse

{

MessageBox . Show( "You have to s e l e c t something ! " ) ;

}

}

}

}

}

( . . . )

}

The RecognizeMenuItemconstructor was created similarly to the ones already exist ing in

the code. TheOnClickmethod obtains all the locks that are needed to avoid interfe rence

from other actions and makes use of the CallRecognizerand CallParserclasses that were

mentioned and detailed in section 5.2.2and chapter 4. First, the CallRecognizeris used

and its result is passed as an argument to the CallParser. The result returned by the

CallParseris then used to be inserted in its correct position in the tree of the slide where

the expression is situated. For all the other menu and sub-menu items, similar classes

were created making direct use of the methods provided by the MST library.

5.3.2 Conclusions

The use of the MST library within the Classroom Presenter 3.1has proved to be quite

straightforward. Most facilities were used almost directly with only a few small adap-

tations needed. Of course, without documentation, this int egration took a signi�cant

time to be done but it could possibly be done much quicker if it was done by the CP's

creators.

Also due to the lack of documentation, some features are not i mplemented as in the

original CP implementation. For instance, it was dif�cult to update the l isteners' (stu-

dents) slides when ink was changed. In the CP, ink is seen by the listeners in real-time,

but in this adaptation only the �nal results of the use of gestu res and animations are

seen on the listeners' side. Having more knowledge of how to u pdate the listeners

should make it possible to overcome this problem. However, a nimations are still use-

ful since they can still be seen in the public display that eve ryone in the classroom

98



CHAPTER 5: INTEGRATION INTO EXTERNAL TOOLS

should be able to see.

In conclusion, the integration of the MST library into the Classroom Presentersupports

the point that the library is usable and easy to use within oth er projects.
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Evaluation and testing

In this chapter, the results of the tests carried out to evalu ate the functionalities of the

MST library are presented. The tests are divided in two parts: teachers' testing and

students' testing.

Teachers' testing consists of a combination of usability and suitability testing whilst

students' testing concentrates only on suitability evalua tion. Details about each part,

as well as a discussion about the results, are given in the following sections.

6.1 Software evaluation

Software can be evaluated for many purposes: detection of bugs, usability testing, suit-

ability evaluation, performance testing, etc. Although de tection of bugs and perfor-

mance testing are crucial in industry, they may not be crucia l in some other contexts.

In the scope of a research project, for instance, usability testing and suitability testing

can be more important than performance testing. As in the sco pe of the MST library's

project the goal is not to provide a professional tool but, in stead, to provide a prototype

that exempli�es new ways of dealing with mathematical conten t and presenting it to

an audience, usability and suitability testing are importa nt.

The aim of the evaluation of the MST library is to determine if its functionalities are

usable and whether or not they are suitable for the goals of th e project. The testing per-

formed is based on use cases representing common interactions between users and the

system. The usability testing is focused on teachers as theyare the intended main users

of the system. It was carried out following the suggestions i n [Rub94]. The suitabil-

ity testing [ Has08, Chapter 5] aimed at determining whether the system is suita ble for
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helping the users execute their tasks. Normally, when perfo rming suitability testing,

users interact directly with the system. In this case, teachers interacted directly with the

system, but students did not, because the idea was to emulate the situation that occurs

more often in practice: the teacher delivers some mathematical content and students

observe and take notes. Suitability was measured through th e use of questionnaires.

As it will be clear in the following sections, the results obt ained are positive and seem

to indicate that the functionalities provided are “�t for pur pose” and usable.

6.2 Evaluation by Teachers

The main purpose of this part is to record the teachers views o n the usefulness of the

product as a teaching aid, the dif�culties found whilst using the software and their

general opinion about the software's features. The number o f testers was small and, as

such, the results do not provide de�nite answers. However, th ey provide an indication

of the system's usability and usefulness.

Problem Statements:

1. Is the software usable?

2. Do users think that the software is useful for teaching?

3. What dif�culties did they �nd whilst using the system?

4. Which features did they �nd useful?

5. Is there any relation between the users' opinion about the calculational method

and their opinion about the software?

6. What are the users' suggestions for improving the softwar e?

7. What is their opinion about the technology used (pen versu s touch and pen ver-

sus keyboard)?

User Pro�le: Teachers and PhD students that have been exposed previously to the

calculational method. Some users use the calculational method to teach and some have

only been exposed to it in a course. Most users have never used aTablet PC.
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Number of users: 8 (eight).

Methodology: Users were given a guide (see Appendix A) detailing some steps that

they had to follow in order to write a proof using the system. A questionnaire (see

Appendix B) was given to record their opinion. Also, the users were obse rved by a

monitor.

6.2.1 Results

Is the software usable?

To determine whether the software is usable or not, users wer e given a task guide to

follow. The guide detailed a sequence of steps to be performed in order to produce

a proof. For each step, the user was asked to record the level of dif�culty in using

each feature involved. The results obtained clearly indica te that the level of dif�culty

decreased as the users got familiar with the software. The level of dif�culty reported

by most users at the �rst use of each feature decreased with fur ther uses. The monitor

noticed that during the �rst minutes of the test, most users st ruggled to perform the

tasks1. However, they soon got used to the software/pen and perform ed the remainder

of the test without problems.

In table 6.1 the average results reported for the features used during th e task are pre-

sented2. For features that had multiple uses, the results for the �rst and last use are

reported. For the remainder, the results for the �rst use are s hown. The level of dif�-

culty was expressed using a scale from zero (Very easy) to four (Very dif�cult) 3.

For the Selectionand Copyfeatures it is clear that the dif�culty decreased. For Leibniz,

although only slightly, the level of dif�culty increased. Ho wever, it is still reported

as easy to perform. This increase can possibly be linked to the respective steps of the

proof: Leibnizis triggered by drawing a check over a symbol; the �rst point of the check

is used to determine which symbol should be substituted; in t he last use ofLeibnizthe

symbol to be substituted is much smaller than in the �rst use ma king it more dif�cult

to target it. All the other features were regarded as easyor very easyto use at the �rst

attempt.

1Some problems were due to the users being unfamiliar with the use of Tablet PCs
2The average results are rounded to two decimal places
3In the actual test the scale used was the inverse: 0 (Very dif� cult) to 4 (Very easy). This scale was

inverted to facilitate the exposition of the results.
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Table 6.1: Level dif�culty reported(0 - Very easy; 4 - Very dif�cult)

Feature First use Last use

Selection 2.00 0.75

Copy 1.38 0.50

Leibniz 0.50 0.63

Add brackets 0.38 n/a

Distributivity 1.00 n/a

Remove brackets 0.50 n/a

Ungroup 1.00 n/a

Figure 6.1 shows the average of the level of dif�culty reported by the use rs for each

step of the proof. It is clear from the graphic that the level o f dif�culty decreased as the

users got familiar with the software. Moreover, the level of d if�culty never exceeded

the level of 2 (two) which seems to indicate that the software is usable.

Figure 6.1: Level of dif�culty in using the features (0 - Very easy; 4 - Ver y dif�cult)

When asked how easy it was to complete the task using the softw are, the average result

was 0.88 meaning that, on average, the users found it easy to use the software.

Do users think that the software is useful for teaching?

Users were asked to comment on the statement “The features provided by this software

can help with teaching mathematics”. In �gure 6.2the results are presented4.

Clearly, the users agree with the statement (5 (63%) users doagree and 3 (38%) do

4Some of the percentages shown in this chapter do not add up to 100%, due to the rounding. For

example, percentages 62.5% and 37.5% will be shown as 63% and38%.
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Figure 6.2: Statement: The features provided by this software can help w ith teaching

mathematics

strongly agree). No one disagrees.

What dif�culties did they �nd whilst using the system?

Users were asked about the dif�culties they found when using t his software. Three

users reported that they had no particular dif�culties apart from getting used to the

software initially. One reported dif�culties with performi ng taps in the �rst attempt

but it became very easy. One reported problems with selectin g substructures but in-

dicates that the problem could have been their inexperience with tablets. One user

reported problems with taps and dif�culty in knowing if “invi sible” actions had been

applied (“invisible” in the sense that the change in structu re does not change the ink,

e.g. associativity) — however, it can be easily checked by using taps. Another user

reported problems with gesture recognition, accessing the menu, and implicit binding

of operators (again, in the sense that it is not visible — for i nstance, the precedence of

operators). One user reported problems with using distribu tivity.

Overall, users did not seem to �nd many dif�culties in using the system. However, as

two users report dif�culties with “invisible” structure, it may be useful to improve it in

the future.

Users were also asked to indicate what they disliked the most about the software. An-

swers included the inability to move text (1 user), selectio n did not always work (2

users), bad gesture recognition (1 user), and the use of menus to apply certain actions

(which was indicated by 4 users). The results indicate that t he main dislike is regarding

the use of menus for some actions. That should be improved in f uture versions.
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Which features did they �nd useful?

Users were asked their opinion about some speci�c features. W hen asked if they

thought that animations would be useful for teaching, 6 (75% ) users answered Yes

whilst only 1 (13%) answered No; 1 (13%) did not provide an answer. Figure 6.3shows

the results. Clearly, animations are seen as a useful feature.

Figure 6.3: Do you think that animations would be useful for teaching?

Users were also asked if a play/pause feature for the animati ons would be useful (�g-

ure 6.4): 6 (75%) users answeredYes; 2 (25%) answeredNo.

Figure 6.4: Do you think that play/pause features for the animations wou ld be useful?

Regarding the use of gestures to trigger actions, users clearly like it (�gure 6.5). When

asked their opinion on the statement “Gestures are a good way to trigger actions”, all

the opinions were positive (7 (88%) users strongly agree and 1 (13%) agree).

When asked if they prefer to manipulate formulae through str ucture manipulation

rather than by moving ink, users de�nitely preferred the stru cture manipulation: 5

(63%) users strongly agree with the statement “I prefer to ma nipulate a formula through
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Figure 6.5: Statement: Gestures are a good way to trigger actions

the structure than manually moving the ink around to obtain t he desired result” and 3

(38%) agrees with the statement.

Figure 6.6: Statement: I prefer to manipulate a formula through the stru cture than

manually moving the ink around to obtain the desired result

Users were also asked to indicate what they liked the most abo ut the software. The

answers included accuracy of copy, using a gesture to apply d istributivity, applying

distributivity automatically, showing the dynamics of for mulae manipulation, simplic-

ity, and intuitive usage.

Is there any relation between the users' opinion about the ca lculational method and

their opinion about the software?

Given that every user had a positive opinion about the calcul ational method, it is not

possible to draw a conclusion. However, as the overall opini on about the software

is positive, this can suggest that users that like the calculational method also like the
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software.

What are the users' suggestions for improving the software?

The suggestions include a menu displaying a list of possible selections when attempt-

ing to select, display of syntax tree, making “invisible” sy ntax visible by using colours,

add more icons to the menu to trigger the actions available cu rrently in a sub-menu,

add ability to select and move text, link gestures to a sequence of actions, use auto-

complete for some structures, and manipulation of brackets by using gestures.

What is their opinion about the technology used (pen versus t ouch and pen versus

keyboard)?

Figure 6.7 shows the teachers opinions on the statement “I prefer to use the hand-

written representation of formulae than their representat ion in typeset”. 3 (38%) users

have no preference between the handwritten representation of formulae and its typeset

representation; 2 (25%) users have a preference for the handwritten representation; 1

(13%) user prefers the typeset representation; 1 (13%) strongly prefers typeset; 1 (13%)

user did not provide an answer. These results seem to suggest that there is no strong

tendency to a type of representation.

Figure 6.7: Statement: I prefer to use the handwritten representation o f formulae than

their representation in typeset

In �gure 6.8 the teachers opinions about the statement “I �nd it easier to h andwrite

mathematics than writing it using a keyboard” are presented . 3 (38%) have a strong

preference for handwriting mathematics; 2 (25%) users have a preference for handwrit-
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ing mathematics; 1 (13%) user has no preference; 1 (13%) strongly prefers the use of a

keyboard; 1 (13%) did not provide an answer. These results suggest that handwriting

mathematics is preferred to the use of a keyboard.

Figure 6.8: Statement: I �nd it easier to handwrite mathematics than wri ting it using

a keyboard

The opinions of the users about the statement “Input using a p en is more precise than

using the �ngers” are presented in �gure 6.9. 2 (25%) users strongly agree with the

statement; 3 (38%) do agree with it; 1 (13%) disagrees; 1 (13%) strongly disagrees; 1

(13%) user is neutral. From these results it can be concludedthat pen input is seen as

more precise than the use of touch.

Figure 6.9: Statement: Input using a pen is more precise than using the �n gers
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6.3 Evaluation by Students

The main purpose of this part is to determine whether student s �nd the features pro-

posed useful for learning, to check which features are most u seful, and gather sugges-

tions for improvement. The test is also designed to determin e a relation between the

students' liking of the calculational method and their opin ion about the product.

Problem Statements:

1. Do students think that the software is useful for learning ?

2. Which features did the students �nd more useful? What is the opinion of the

students about some of the features (in particular, gestures, interaction with the

teacher, and animations)?

3. Is there any relation between the students' opinion about the calculational method

and their opinion about the software?

4. What are the students' suggestions for improving the soft ware?

5. What is their opinion about the technology used (pen versu s touch and pen ver-

sus keyboard)?

Students pro�le: Students that have been exposed previously to the calculational

method in a second-year undergraduate module on program cal culation.

Number of students: 74 (seventy four).

Methodology: The test consisted of a 20 minutes presentation followed by an anony-

mous questionnaire (see Appendix C). The presentation started with an introduction

to the system and an overview of its features. Also, some details about the question-

naire were given and some terms were explained to avoid confu sion. In the end, the

system was used to write a calculational proof as it would be d one in a lecture. The

proof demonstrated was the one presented in Appendix A.

Students did not use the software, since the main goal of the t ool is to be used as a

teaching and presentation aid by teachers. The idea was to emulate the situation that
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occurs more often in practice: the teacher delivers some mathematical content and

students observe and take notes.

6.3.1 Results

Do students think that the software is useful for learning?

When asked if the software helped understanding the manipul ations involved in the

proof that was demonstrated, 63 (85%) students answered Yeswhilst only 8 (11%) an-

swered No; 3 (4%) students did not answer. This shows that the software has de�nitely

helped the students understanding the steps of the proof. Fi gure 6.10 illustrates the

results.

Figure 6.10: Did the software help you understanding the manipulations i nvolved?

The opinions of the students about the statement “This softw are can help me doing

calculations by myself” are presented in �gure 6.11: 4 (5%) students strongly agree

with the statement; 46 (62%) agree; 19 (26%) are neutral whilst 5 (7%) disagree with the

statement. Clearly, most students think that the software c an help them with writing

calculations. However, we cannot conclude that the softwar e helps them with writing

proofs, since the students did not use the software.

In �gure 6.12 the students' opinions about the statement “This software c an improve

my experience in the classroom” are presented. Most students (49 (66%)) agree with

the statement; 11 (15%) strongly agree; 10 (14%) are neutraland only 3 (4%) disagree; 1

(1%) student provided an invalid answer.

Regarding their opinion about the statement “This software can help me with learn-

ing calculational mathematics” the opinions are still posi tive: 6 (8%) students strongly

agree with the statement; 46 (62%) agree; 10 (14%) are neutral and the same number
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Figure 6.11: Statement: This software can help me doing calculations by myself

Figure 6.12: Statement: This software can improve my experience in the classroom
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(10 (14%)) disagree; 1 (1%) strongly disagrees and 1 (1%) provided an invalid answer.

Figure 6.13illustrates these results. Although the majority of studen ts say that the soft-

ware can help, there is still room for improvement.

Figure 6.13: Statement: This software can help me with learning calculat ional mathe-

matics.

To determine if the software is seen as useful for learning ma thematics in general, stu-

dents were asked their views on the statement “This software can help me with learn-

ing general mathematics”. The results were not as positive b ut were still good. The

majority of students agrees with the statement: 30 (41%) agree and 7 (9%) strongly

agree; however, 27 (36%) are neutral which is a great increase compared with the pre-

vious statement; 8 (11%) disagree and 2 (3%) strongly disagree.

Figure 6.14: Statement: This software can help me with learning general m athematics

Students were also asked if they would have used the software if it became available

during their attendance at the Program Calculus course (a course involving calcula-

tional mathematics). The results are illustrated in �gure 6.15. The great majority of
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students answered Yes(65 (88%)); only 7 (9%) answeredNo; 1 (1%) student did not an-

swer and 1 (1%) provided an invalid answer. De�nitely, studen ts found the software

useful for calculational mathematics.

Figure 6.15: If this software became available during your attendance to the Program

Calculus course, would you have used it?

When asked if they would use the software for other purposes, 38 (51%) students an-

swered Yes, 28 (38%) answeredNo, and 8 (11%) did not provide an answer (�gure 6.16).

Students provided some suggestions for other uses: veri�cat ion of proofs including

proofs from digitalised handwritten documents, for use wit h interactive whiteboards,

for mathematics in general, and physics.

Figure 6.16: Would you use this software for anything else?

Which features did the students �nd more useful? What is the o pinion of the stu-

dents about some of the features (gestures, interaction wit h the teacher, and anima-

tions)?
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Although the ability to communicate with the teacher's comp uter is not a feature pro-

vided by the software developed by the author, students were asked their opinion

about it. The goal was to assess if the belief of the author that the feature is useful

was true. Students were asked to comment on the statement “Being able to send an-

swers from my computer to the teacher's makes it easier to par ticipate in the lectures”.

Figure 6.17shows the results: 31 (42%) students strongly agree with the statement; 28

(38%) agree; 12 (16%) students are neutral and 3 disagree (4%).

Figure 6.17: Statement: Being able to send answers from my computer to the teacher's

makes it easier to participate in the lectures

They were also asked to give their opinion about the statemen t “Being able to send an-

swers from my computer to the teacher's makes the lectures more interactive” (�gure

6.18): 40 (54%) students strongly agree, 24 (32%) agree, 8 (11%) are neutral, and 2 (3%)

disagree.

Thus, it is safe to conclude that the ability for the students to send their answers directly

to the teacher's computer during the lecture is considered u seful.

Questions about the animations feature were also included — during the presentation,

the animation for the distributivity rule was shown. Studen ts were �rst asked if they

think that animations would be useful to understand better h ow algebraic rules are

applied. Clearly students see animations as useful since 68(92%) answeredYeswhile

only 6 (8%) answered No. Figure 6.19shows these results.

Regarding the addition of play/pause features to the animat ions (�gure 6.20), 69 (93%)

students thought it would be useful and only 5 (7%) thought co ntrary.

Students were also asked their opinion about the statement “ Gestures are a good way

to trigger actions”. Figure 6.21presents the results: 27 (36%) strongly agree with the
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Figure 6.18: Statement: Being able to send answers from my computer to the teacher's

makes the lectures more interactive

Figure 6.19: Do you think animations would be useful to understand better how alge-

braic rules are applied?

Figure 6.20: Do you think that play/pause features for the animations wou ld be use-

ful?
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statement; 43 (58%) agree; 3 (4%) are neutral and 1 (1%) disagrees. Thus, it can be

concluded that students �nd gestures good as a trigger for act ions.

Figure 6.21: Statement: Gestures are a good way to trigger actions

Finally, they were asked to provide their views on the statem ent “The gestures used

during the presentation are adequate to the operations to wh ich they are associated”:

19 (26%) strongly agree; 38 (51%) agree with the statement; 14 (19%) are neutral and 3

(4%) disagree. These results suggest that gestures used to trigger the operations used

in the presentation (selection, copy, Leibniz, and distrib utivity) are adequate. Figure

6.22illustrates the results.

Figure 6.22: Statement: The gestures used during the presentation are adequate to the

operations to which they are associated

Regarding what they liked the most about the software, the mo st popular answers were

simplicity, use of gestures to apply rules, ease to learn, recognition of handwriting,

application of rules, interactivity, animations, the gest ure for distributivity and hand-

written input. Students also indicated the avoidance of rep etitive writing, reduction
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of human errors in proofs, manipulation of expressions, the automatisation of steps in

proofs, and the possibility of having several computers fol lowing the lecture in real-

time.

Students were also asked to point out what they disliked the m ost about the software.

The most popular answers were the graphical interface, the u se of menus, the software

being oriented to pen-based devices (since most students don't own one), and slowness

of animations.

Is there any relation between the students' opinion about th e calculational method

and their opinion about the software?

To answer this question, the average of the answers of each student for questions 5

(�ve) to 9 (nine) was calculated 5 and the result was combined with their opinion about

the calculational method. This result indicates that 27 (36%) students have a positive

opinion about the calculational method and the software; 1 ( 1%) student has a positive

opinion about the calculational method but was negative abo ut the software; 2 (3%)

have a positive opinion about the method but are neutral rega rding the software; 4 (5%)

have a negative opinion about the method but are positive abo ut the software; 1 (1%)

has a negative opinion about both the method and the software ; 36 (49%) have a neutral

opinion about the method and a positive opinion about the sof tware; �nally, 3 (4%)

have a neutral opinion about the method and a negative opinio n about the software.

Figure 6.23 illustrates these results. From these results it is not possible to draw a

conclusion — given that the majority of users that liked the s oftware have a neutral

opinion about the method.

What are the students' suggestions for improving the softwa re?

The students' suggestions include improving animations, c onnection with theorem

provers, replay feature for sessions, gesture to add/remov e brackets, clickable list of

rules, suggestion of applicable rules, possibility to hide and expand steps in proofs,

improve appearance of the interface, and further develop th e system so that students

can receive support from the teacher when away (including ch at/video calls).

What is their opinion about the technology used (pen versus t ouch and pen versus

keyboard)?

5The average gives an indication of the students' opinion abo ut the software.
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Figure 6.23: Relation between the students' opinion about the calculati onal method

and the software (method,software)

In �gure 6.24the students' opinions about the statement “I �nd it easier to handwrite

mathematics than writing it using a keyboard” are presented : 49 (66%) have a strong

preference for handwriting mathematics; 16 (22%) students have a preference for hand-

writing mathematics; 7 (9%) students have no preference; 2 (3%) have a preference for

using a keyboard and 1 (13%) strongly prefers the use of a keyboard. These results

clearly show that handwriting mathematics is preferred to t he use of a keyboard.

Figure 6.24: Statement: I �nd it easier to handwrite mathematics than wri ting it using

a keyboard

The opinions of the students about the statement “Input usin g a pen is more precise

than using the �ngers” are presented in �gure 6.24. 37 (50%) students strongly agree

with the statement; 25 (34%) do agree with it; 11 (15%) students are neutral; 1 (1%)

disagrees. From these results it can be concluded that pen input is regarded as more

precise than the use of touch.
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Figure 6.25: Input using a pen is more precise than using the �ngers

6.4 Testing the line division algorithm

The last task that the teachers had to perform using the tool w as to provide two hand-

written samples (see task 3, Appendix A). The samples were used to test the line divi-

sion algorithm (algorithm 1, page42) against the Microsoft's Ink.Divider. The algorithm

1 clearly outperformed the Ink.Divider.

For the �rst mathematical text, the Ink.Divider returned the wrong division for every

single sample; algorithm 1 returned 5 (�ve) correct and 3 (three) incorrect results. The

incorrect results are due to a mismatch between the users' handwriting and the ex-

pected input format. The algorithm assumes that strokes fro m one line do not inter-

sect the bounding box of another line. If the users knew this b eforehand, the results

would probably be better. However, users were not informed o f this assumption since

it would in�uence their samples and the intention was to test both algorithms with the

users' usual handwriting.

The following images show some of the samples given by the use rs. Each colour rep-

resents a line as detected by the division algorithms. For algorithm 1, dotted lines are

also used to show the bounding box of each line.

In �gure 6.26, the result obtained by the algorithm 1 for that particular sample is shown.

The user provided a very neat input resulting in a correct div ision. Clearly, there are no

intersections between lines and strokes that are part of the same line are clearly aligned.

However, the Ink.Divider did not provide the correct division because the command

“do” was considered part of the line below (see �gure 6.27). Even though the hand-

writing is neat, the Ink.Divider was uncapable of determining the right result.
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Figure 6.26: Sample 1: Line division (algorithm 1)

Figure 6.27: Sample 1: Line division (Ink.Divider)
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Figure 6.28: Sample 2: Line division (algorithm 1)

Figure 6.28 shows the line division returned by algorithm 1 for a second sample. In

this case, the division is incorrect. The reason is the clear intersection between lines as

shown in �gure 6.29(red lines show where the intersections occur). The algorit hm de-

termines iteratively which strokes intersect the current b ounding box of the line; every

time a new stroke is detected, it is added to the current line a nd the new bounding box

(including the newly added strokes) is used for another iter ation. For this sample, the

commas of the second line force the inclusion of the last curl y bracket of the follow-

ing line (given that they intersect vertically, i.e, they ha ve 'y' coordinates in common);

as the bounding box is extended to include this curly bracket , the following iteration

captures all the strokes that are part of the third line; at th is point, the leftmost 'g' is

included in the current line and forces the capture of the 'd' in the fourth line, which, in

turn, captures the 'o'. In the end, what should have been retu rned as second, third and

fourth lines, is now part of one single line. Lines six and sev en are also considered part

of the same line because the symbol '2 ' intersects vertically the last 'm' of the following

line.

Regarding the second mathematical text, the Ink.Divider returned 1 (one) correct result

and 7 (seven) wrong; algorithm 1 got 7 (seven) correct results and only 1 (one) wrong

division.

In �gure 6.30, a division done by the Ink.Divider is shown. The result is incorrect be-

cause 'A', 'B', and 'C' are seen as part of the same line. It looks as though the algorithm
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Figure 6.29: Sample 2: Line division (algorithm 1) – intersecting lines

found a vertical pattern and assumed there was a vertical lin e.

On the other hand, algorithm 1 returned the correct division (�gure 6.31). Clearly there

are no intersections between lines and the algorithm behaves as expected.

However, algorithm 1 failed for the sample presented in �gure 6.32. Again, the problem

was the vertical intersection between lines: the left curly bracket in red intersects 'A'

and the right curly bracket in blue intersects 'B' and 'C'.

6.5 Conclusions

The tests were designed so that teachers would experiment wi th the software as a

teaching tool and the students would experience it as a learn ing tool. Students did

not use the software, since the main goal of the tool is to be used as a teaching and

presentation aid by teachers. The idea was to emulate the situation that occurs more

often in practice: the teacher delivers some mathematical content and students observe

and take notes.

The results obtained seem to indicate that the software is both usable and suitable for

its purpose. They also indicate that the features are not imm ediately easy to use but be-

come easy with little practice. Also, teachers �nd the softwa re useful for teaching and

students �nd it useful for learning. However, there are still improvements to be made,
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Figure 6.30: Sample 3: Line division (Ink.Divider)

Figure 6.31: Sample 3: Line division (algorithm 1)

Figure 6.32: Sample 4: Line division (algorithm 1)
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as 11 (eleven) students out of 74 (seventy four) — 15% of students — found the system

unhelpful for learning calculational mathematics. Possib ly, a better user interface could

improve these results. The use of gestures to trigger actions was well received by both

teachers and students as well as the animations. It also became clear that the features

are seen as useful for purposes other than teaching calculational mathematics. The use

of handwritten input is preferred by most teachers/student s and pen input is regarded

by most as more precise than input by touch.

Regarding the line division algorithm, the results show tha t, for the samples provided,

the algorithm 1 outperforms the Ink.Divider. Although the results are very poor using

the Ink.Divider, its accuracy can possibly be improved by adapting its defau lt Recog-

nizerContext to calculational mathematics 6. However, since the goal of this project was

not centered on recognition, the author preferred to use alg orithm 1 for its simplicity

and reasonable level of accuracy.

6The ReconizerContext contains a factoid property that prov ides context information for ink within a

particular �eld.

124



CHAPTER 7

Discussion and conclusions

The objective of this project was to design a structure edito r of handwritten mathemat-

ics oriented to Tablet PCs. The motivation was that such a system would help with

teaching the mathematics used in algorithmic problem solvi ng and, in general, with

presentations containing mathematical content. This woul d be achieved by providing

facilities to manipulate the structure of mathematical exp ressions and by providing

features that could facilitate the process of doing mathema tics. In particular, one of

the goals was to give special attention to features that could show the dynamics of the

symbols involved in mathematical calculations. Towards th ese goals, a library that pro-

vides these features was created. The library was used to extend an existing editor and,

based on the results presented in chapter6, the result seems to be an improvement on

what was available before and can improve the experience of both the teacher and the

students in the classroom.

The novelty of the results of this project is centered on the s tructured representation

of handwritten mathematical expressions which, in turn, ma kes it possible to imple-

ment other novel features like structured selection and the manipulation of handwrit-

ten mathematical expressions. The emphasis on using gestures to apply algebraic rules

is also new (although other systems support gestures to, for example, evaluate mathe-

matical expressions, these systems are not concerned with the process of writing proofs

or algorithms). Other results are also important and add gen ericity to the system: the

possibility to add and edit operators in runtime is useful an d the change of associations

between gestures and actions (also in runtime) is a novelty as well (to the best of the

author's knowledge). Furthermore, the creation of handwri tten templates is also new

and valuable in an environment where recognition fails ofte n. Handwritten templates

are also useful to store complicated mathematical structur es, so that the users do not
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have to go through the recognition and parsing of the structu re every time they need

to use those.

However, the library has still some problems that need to be a ddressed. Although not

an integral part of the library, the recognition of the handw ritten mathematical expres-

sions was a major problem throughout this project and remain s an issue that needs

to be solved to make the library usable in real teaching scenarios. Without a good

recogniser, the recognition of mathematical expressions takes a long time to complete

and is very inaccurate, which is a serious limitation in term s of usability. In fact, the

recognition is a major handicap of the usability of the MST library in real-life situations.

However, after the steps of recognition and parsing are done successfully, the features

of the library can be used without problems. If the users are n ot interested in recognis-

ing mathematics during the presentations, and prepare the m aterial before the lectures,

the system becomes quite usable.

The lack of a suitable recogniser was also a problem throughout the development of

the library, since it made it more time-consuming to test the features and develop new

ones. The library had to be reorganised to allow the continua tion of the project without

a suitable recogniser. Although it was never a goal of the pro ject, a recogniser could

have been created. However, due to time restrictions, it was not possible to create one.

Nevertheless, an attempt was made to improve the recognitio n module of the system.

In May 2009, an 8-month project was started in Portugal with th e aim of adapting one

of the existing recognisers (more precisely, the recogniser within the StarPadsystem) to

the needs of the library. However, no improved results were o btained and the problem

remained the same. This attempt was made in the context of the MathIS project [mat09],

which aims to exploit the dynamics of algorithmic problem so lving and calculational

reasoning in both maths education and the practice of softwa re engineering. The MST

library was also created in the context of the MathIS project and it has contributed to

its goals by providing features that can help with teaching i n mathematics education.

More information on the MathIS project is presented in [ FM09] and [FMBB09].

To conclude the discussion on the recognition problems, it h as to be mentioned that

there may exist proprietary recognisers that perform bette r than the recogniser used

during the development of this project. However, the author found little interest from

owners of proprietary mathematics recognisers in allowing access to their recognition

engines. Maplesoft was the only company that gave access to a recogniser; their recog-

niser was used throughout the development process. However , without support and
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documentation for the system, it was not possible to make it p erform well and accord-

ing to the needs of the MST library.

Although the author has tested the system with many examples throughout the de-

velopment, and some tests were done with teachers and students, the library can still

bene�t from more thorough studies. Nevertheless, the feedba ck received for this work

as it currently stands was positive and the suggestions gath ered can be used for future

improvement.

During the development of the library, the features were tes ted by the author of this

work through a demo system that served to try concepts like th e structure and the use

of gestures. However, this demo was far from being usable in r eal teaching situations.

In 2009, the author of this work learnt about the existence of the Classroom Presenter

and, as it contains features that point in the same direction of the MST library (i.e, it

also explores the use of Tablet PCs in the classroom), from this point in time, the idea of

providing a class library made even more sense. At this stage, the focus of the project

became solely the library (the demo was only used as a test-bed for concepts and was

abandoned later). With the integration of the MST library into the Classroom Presenter, it

became clear that the library is usable within other tools an d that its features can have

a positive impact on the teachers' and students' experiences. Moreover, the result of

this integration shows that most of the initial goals of this project were achieved: the

extended Classroom Presenterconsists, effectively, of a structure editor of handwritte n

mathematics. Also, it was at this point that it became possib le to do some testing with

users and targeted audience.

Finally, another problem is the likely existence of program ming errors. Further testing

can help with detecting and �xing some of them. This project wa s done and tested for

programming errors by only one person and it was done within a small theory research

group. The lack of expertise in the area within the group made it more complicated to

achieve a more mature tool. It should be noted, however, that it was never the goal of

this project to provide a professional tool. The goal was to c reate a prototype that can

be used as a base to develop a professional system.

Although there are limitations in the current system, it can still help improve the ex-

perience of teaching and learning mathematics, particular ly calculational mathematics.

Based on the tests performed, the features provided seem to be useful for both teachers

and students. Most of the ideas implemented by the library cam e from real teaching

experience from the supervisor and the author of this projec t, and also from teaching
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studies in which the author has participated (for example, [ FM09] and [FMC+ 11]).

7.1 Current system

As mentioned in section 1.3, one of the goals of this project is to provide support for

some of the teaching scenarios for algorithmic problem solv ing presented in [ Fer10].

In chapter 1, it was shown how the features developed could help with the Scenario

1 shown in [ Fer10]. Particularly important in that example was the accurate c opy of

expressions and the manipulation rules for distributivity and symmetry. Moreover,

in chapter 5, it was shown how the features could assist with the manipula tion of an

algorithm. The algorithm used was Euclid's algorithm, whic h is the main object of

study in Scenario 11of [Fer10]. In that scenario, there is a proof of a theorem that is

particularly useful to demonstrate the manipulation rules provided by the MST library,

because it depends on the accurate copy of expressions, on Leibniz, on addition and

deletion of brackets, on grouping of expressions, and on the distributivity rule. That

proof is used in Appendix D to demonstrate how the current system can be used to do

mathematics.

7.2 Future work

In this section some suggestions of work that could be done to improve the MST library

are given. The section ends with ideas to improve the extended version of the Classroom

Presenterdescribed in chapter 5.

7.2.1 Improve reliability and usability

The reliability and usability of the current system still ha ve room for improvement.

Although the main usability problem of the library is relate d with recognition of hand-

written mathematics, and even though the library was create d to be adaptable to users

preferences and needs, there are still some features that could possibly be improved.

Also, some of the features provided could be made more reliab le. The following para-

graphs provide more details.

128



CHAPTER 7: DISCUSSION AND CONCLUSIONS

Improve the search for nodes: As it was mentioned in section 4.7.1, the search method

for �nding a node given a point, has a feature that, in case the p oint is in between two

nodes, the nearest node is returned. This feature is useful since characters like the dot

can be dif�cult to target with a pen, resulting in taps around i ts bounding box. How-

ever, this feature is implemented only for expressions writ ten in one line. Supporting it

for expressions written in more than one line is more challen ging, because from a node

there is direct access to its two neighbours (left and right) , but not necessarily to the

one that is spatially situated above it. This makes it more di f�cult to �nd the nearest

node to a point that is situated between two lines. Neverthel ess, it would be desirable

to have this feature implemented.

Correct division of characters with strokes that do not inte rsect: The current system

is unable to detect which strokes form the same unit when the s trokes that compose

the unit do not intersect. For instance, when writing the ass ignment symbol (: = ), as

the strokes that form this symbol do not intersect, they are s een as separate units which

is a problem when parsing the expressions. So that the systemworks well, the user has

to be sure that the strokes intersect, which can be very inconvenient. For this reason,

the division of strokes should be improved to detect that str okes that are close together

make part of the same symbol. This would improve the usabilit y and reliability of the

system.

Improve the user templates: The current system provides an experimental and prim-

itive mechanism for user-de�ned handwritten templates. Thi s feature was created at

a late stage of the project and resulted from the dif�culty in r ecognising more com-

plicated structures (due to the poor recognition support). It turned out to be a very

useful feature and a more mature version of the current imple mentation could im-

prove substantially the usability of the system (at least, u ntil a good recogniser be-

comes available). A direction to improve this feature is to e xtend it with some of the

Mathspad ideas. For example, in certain situations, it would be good t o change a tem-

plate and have the changes re�ected in the presentation. Als o, as mentioned in section

4.7.2, a further direction is to unify the mechanism for user-de�ne d characters with the

one for handwritten templates, since the idea behind both me chanisms is similar.

Ink adjustment: In a system where ink can be written freely, it is dif�cult to de termine

how the content on the screen is divided. Consequently, it ma y be dif�cult to adjust
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the content when new input is added. For instance, when Leibniz is used, the size

of the expression may change. Because of the change in size, overlapping of content

may occur or too much empty space may be left. For this reason, the current system

moves the ink in the line where the manipulation occurred, fo rwards or backwards, to

adapt the previous content to the new one. Currently, this ch ange consists in moving

all the ink on the right and in the same line. However, since li nes are being de�ned

as y-coordinate ranges, the change can inadvertently affect structures that are written

in more than one line. Therefore, the algorithms that do the i nk adjustment could be

improved.

More usable proof-format: Although the proof format can be saved as a template

and used at anytime to write proofs, its current form is not ve ry usable. If one saves

the proof format as a template and wants to use as a hint an expression that is already

on the screen, they just have to select it and useLeibniz to substitute the hint's space

by the expression. However, if new content is to be inserted i n the hint, the easier

choice the user has is to write the content somewhere else on the screen, recognise

and create its structure, use Leibniz to put it in the hint's space, and then delete the

original version of the content. It would be much easier if th e system could detect that

the user was going to write an hint in the hint's space, and use that input to update

internally the hint's content. At the same time, it would be u seful if the closing bracket

of the hint would move according to the space that the user nee ds (as it happens in the

quanti�er example presented in section 4.11.2). A version with these improvements

would certainly be more usable than the current one.

Animations: As shown by the tests results, animations are seen as useful and could be

improved by adding pause, step-forward, step-back or slow- down features. Also, the

current list of moves for some of the manipulation rules coul d improve (for instance,

in a swap, some parts of the animation overlap, as seen in �gure 4.18).

Gestures: It would be interesting if the gestures editor provided with the MST library

allowed the addition of custom gestures. This could perhaps be achieved by using

Siger, the Simple Gesture Recognition library. For more details about this library, see

[sig05].
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7.2.2 Improve the recognition of handwritten mathematics

Probabilistic graphical models: As the library would be more usable if a suitable

recogniser was available, one of the next developments could be a recogniser that

works well for the notation used in algorithmic problem solv ing. A possible direction

would be to extend an existing symbol recogniser with a proba bilistic graphical model

that embeds the information needed for the recognition of th e mathematics used in

algorithmic problem solving.

Training the recogniser: A recogniser capable of being trained to a particular hand-

writing would improve the recognition process. Moreover, th e system could save prob-

abilistic information according to the kind of mathematica l patterns written by the user,

and use these probabilities to improve the recognition. The se probabilities could be

used, for instance, to adapt the probabilities used in a prob abilistic graphical model

according to the current user.

7.2.3 Incorporate feedback and further testing

Although some tests were performed, the library could bene�t from more testing and

educational studies. Moreover, the ideas and improvements s uggested during testing

can now be used to improve the library.

The most relevant suggestions during testing were:

� when selecting expressions, show all the sub-expressions that can be selected;

� add ability to show the syntax tree of expressions;

� make “invisible” grouping visible by using colours;

� add more icons to the menu for actions that are currently only available in a sub-

menu;

� add ability to select and move text;

� link gestures to a sequence of actions;

� use auto-complete for some structures;

� connection with theorem provers;
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� replay feature for sessions;

� show list of applicable rules;

� hide and expand steps in proofs;

� improve appearance of the user interface;

� further develop the system so that support can be given onlin e (including chat

and video calls).

7.2.4 Improve the extended Classroom Presenter

The extension done toClassroom Presenterdescribed in chapter 5 resulted in a prototype

that can animate the features of the MST library. The following ideas could improve the

prototype and are worth considering:

� improve how manipulations and animations are shown on the st udents' side;

� remove �ickering from animations;

� extend the undo/redo functions to work with the manipulatio n rules;

� allow changing the colour of expressions (currently, strok es can be written in dif-

ferent colours but, after being drawn, their colour cannot b e changed); this feature

would be useful for teaching;

7.2.5 Summary

The current version of the library could be further improved in many aspects. How-

ever, as it currently stands, it already provides novel feat ures that are regarded as useful

for teaching and learning. As such, it does what it was intend ed to: it provides new

concepts for dealing with mathematical content and present ing it to an audience. It is

hoped that this work will serve as a basis for a professional s ystem that delivers all the

facilities for both teaching and learning algorithmic prob lem solving.
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De�nitions

Below, de�nitions of important terms that are assumed to be kn own (and are not de-

�ned within the body of the thesis) are presented.

Ink In this thesis, the term ink refers to digital ink. Digital ink is a digital representa-

tion of handwriting in its natural form. In a typical digital ink system, a digitizer

is laid under or over an LCD screen to create an electromagnetic �eld that can

capture the movement of a special-purpose pen, or stylus, and record the move-

ment on the LCD screen. The effect is like writing on paper wit h liquid ink. The

recorded handwriting can then be saved as handwriting or con verted to type-

written text using handwriting recognition technology.

Stroke a trace of ink in handwriting. For example, the strokes of a le tter are the lines

that make it up.

Bounding box in this thesis, bounding box refers to the smallestrectangle that contains

a given set of objects. For example, given a set ofstrokes S, the bounding box of

S is the smallest rectangle that contains all the strokes of S. Other names for the

same concept areminimum bounding box, minimum bounding rectangleand enclosing

box.

Slide in thesis, slide is used to refer to a page within a presentati on. Sometimes the

term structured slideis used to denote a slide that contains or can contain struc-

tured mathematical expressions.

Form (sometimes used asWindows Form) Form is the name used for window in the

graphical API included as part of Microsoft .NET Framework. Forms are the base

units of graphical applications built in the .NET framework .

Point the term point is used to refer to an entity that has a location in a two dimen-

sional space (that is, has an x and a y-coordinate), but has noextent (its height
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and width are zero).
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A PPENDIX A

Teachers' Guide

Task Guide

Task 1: Writing a Proof

In this task, you will prove the following theorem:

(m� p)r n = mr n ( pr n = 1

The proof will start with the expression mr n and, assuming the right-hand side of the

implication, the expression will be transformed into (m� p)r n. Please use the calcula-

tional proof format as shown in the images below (the hints sh ould be ommited).

The complete proof is the following:
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This task consists in going through all the steps of this proo f. For each step, the level

of dif�culty of the actions performed is asked. Please use the scale shown to record the

dif�culty you have experienced (0 corresponds to “Very dif�cu lt” whilst 4 corresponds

to “Very easy”).

To handwrite (for instance, the equals sign) the Pen mode should be used. Click the

button:

For all the other actions, use the Lasso mode. Click the button:

Step 1

Using the handwritten formula on the screen, please copy mr n to some location on

the slide.

Start by selecting mr n by making a double tap on r . You should get the following

result:

To perform the copy, use the gesture Checkas in the following image:

Please try to place the copy to the left so that enough space isleft to expand the formula.

The result should be:
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Selection Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Copy Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Step 2

Copy the initial expression mr n: select the expression by making a double tap over r

and use the gestureCheckto copy the expression, as shown in the image:

Selection Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Copy Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Step 3

For the new copy, Leibniz is used to replace m by m� p. For that, select m� p (again,

double tap over � ) and use the Checkgesture to substitute m by m� p. The �rst point

of the Checkgesture has to be written over the m (as shown below):

The result should be:
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Selection Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Leibniz Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Step 4

The next step is to replace p by pr n. For that, select pr n (again, double tap over r )

and use the Checkgesture to substitute p by pr n (Leibniz). Please remember that the

�rst point of the Checkgesture has to be written over the p (as shown below):

Selection Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Leibniz Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Step 5

Add brackets to pr n : �rst select the expression (double tap over r ) then click on the

menu MathSpad! Structure manipulation! Add brackets.

The result should be:
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Selection Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Add brackets Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Step 6

The resulting expression is copied: double tap over the last r then using the gesture

Checkit is copied to the next step of the calculation as shown in the image:

Selection Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Copy Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Step 7

Apply distributivity of � over r using a semi-circle starting over the � operator and

ending over the �rst r , as shown in the image:

The result should be the following:
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Distributivity Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Step 8

Remove the brackets surrounding the expression (m� p)r (m� n). Select the expres-

sion including the external brackets (double tap on the �rst b racket) and click on the

menu MathSpad! Structure manipulation! Remove brackets.

After removing the external brackets, it is not possible to s elect the subexpression

(m� n)r n, because the expression(m� p)r (m� n) remains grouped. To proceed with

the calculation, this expression should be ungrouped. For t hat, select the expression

(double tap over r ) and click on the menu MathSpad! Structure manipulation! Un-

group.
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Selection Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Removing brackets Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Ungroup Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Step 9

Double tap over r twice (to expand the selection):

then, copy using the check gesture:

Assuming that (m� n)r n = n, replace (m� n)r n by n. Select onen (double tap over

n); useLeibnizto substitute (gesture Checkover the last r ).

150



A PPENDIX A: T EACHERS' GUIDE

Selection Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Copy Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Leibniz Very dif�cult 0 — 1 — 2 — 3 — 4 Very easy

Step 10

Save all your work. Click on File ! Save Deck Asand name the �le task1.cp3.

151



A PPENDIX A: T EACHERS' GUIDE

Animation

This task consists of applying distributivity to an express ion with the animations fea-

ture on. Please go to slide 2. Go toMathSpad! Animate structure manipulationsto turn

the animations on. Now, on the expression in slide 2, apply di stributivity of � over r

with a semi-circle from � to r .

Task 3: Handwritten Sample

This task consists of collecting your handwritten represen tation of some mathematical

texts. Please create a blank deck (go toDecks! Create a Blank Whiteboard Deck). Making

sure that you are in the Pen Mode, write the mathematical text below on the blank deck.

When you are �nished, please save the deck as sample.cp3 (File ! Save Deck As).

f M > 0 ^ N > 0g

m, n := M, N;

f m gcd n = M gcd Ng

do

n < m ! m := m � n

2

m < n ! n := n � m

od

f m = n = m gcd ng

Figure A.1

A

= f p g

B

( f q g

C

Thank you for all your hard work!
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Questionnaire

In this test you will be given an exercise to complete using th e software provided and

a questionnaire to record your opinion about the software. T he task consists of a set of

prede�ned steps that will be given to you together with this qu estionnaire. The aim of

the test is to assess whether the features you have used are useful for teaching courses

that use the calculational method. We would appreciate if yo u could give us your

sincere opinion through this anonymous questionnaire. The information provided will

be used for the evaluation of the functionalities that you ha ve used today. Thank you

for your participation!

About you

I am a: 2 Lecturer 2 PhD Student

2 Other. Please detail:

About the method

Have you been exposed to the calculational method before?

2 Yes 2 No

Do you like the calculational method?

2 Yes 2 Neutral 2 No
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Do you have any experience with teaching using the calculati onal method?

2 Yes 2 No

About the software

In your opinion, how easy is it to complete the task using this software?

2 Very easy 2 Easy 2 Neutral 2 Dif�cult 2 Extremely dif�cult

The features provided by this software can help with teachin g mathematics.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

I prefer to manipulate a formula through the structure than m anually moving

the ink around to obtain the desired result.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

In task 2, you have seen an animation of the distributivity ru le. Do you think

animations would be useful for teaching?

2 Yes 2 No

Do you think that play/pause features for the animations wou ld be useful?

2 Yes 2 No

Gestures are a good way to trigger actions.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

What did you like the most about the software?

What did you dislike the most about the software?

Did you have dif�culties in using this software? If your answ er is yes, please

give details.
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Do you have any suggestions on how to improve this software? I f your answer

is yes, please give details.

About Tablets

I prefer to use the handwritten representation of formulae t han their represen-

tation in typeset.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

I �nd it easier to handwrite mathematics than writing it usin g a keyboard.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

Input using a pen is more precise than using the �ngers.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

Thank you!
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Students' Questionnaire

Questionnaire

The aim of today's test is to assess whether the features thatare going to be presented to

you today are useful for teaching courses that use the calculational method. We would

appreciate if you could give us your sincere opinion through this anonymous question-

naire. The information provided will be used for the evaluat ion of the functionalities

that were presented to you today. Thank you for your particip ation!

About you

Age

Degree 2 LEI 2 LCC

About the method

Have you been exposed to the calculational method before?

2 Yes 2 No

Do you like the calculational method?

2 Yes 2 Neutral 2 No
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About the software

The example shown to you is based on symbolic manipulation. D id the soft-

ware help you understanding the manipulations involved?

2 Yes 2 No

This software can help me doing calculations by myself.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

This software can improve my experience in the classroom.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

This software can help me with learning calculational mathe matics.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

This software can help me with learning general mathematics .

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

Being able to send answers from my computer to the teacher's m akes it easier

to participate in the lectures.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

Being able to send answers from my computer to the teacher's m akes the lec-

tures more interactive.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

In the demo you were shown an animation. Do you think animatio ns would

be useful to understand better how algebraic rules are appli ed?

2 Yes 2 No

Do you think that play/pause features for the animations wou ld be useful?

2 Yes 2 No

Gestures are a good way to trigger actions.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

The gestures used during the presentation are adequate to th e operations to
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which they are associated.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

If this software became available during your attendance to the “Program Cal-

culus” course, would you have used it?

2 Yes 2 No

Would you use this software for anything else?

2 Yes. What for?

2 No

What did you like the most about the software presented?

What did you dislike the most about the software presented?

Do you have any suggestions on how to improve this software? I f your answer

is yes, please give details.

General

I �nd it easier to handwrite mathematics than writing it usin g a keyboard

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

Input using a pen is more precise than using the �ngers.

2 Strongly Agree 2 Agree 2 Neutral 2 Disagree 2 Strongly Disagree

Thank you!
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Using the current system to write a

proof

In this section, a proof of the theorem

is presented to demonstrate how the current system can be used to do mathematics. As

the library by itself cannot be used to demonstrate the featu res, the extended version

of the Classroom Presenterdescribed in chapter 5 is used.

The example shows how the system can make explicit the dynami cs of the symbols

involved in mathematical calculations. The example is very detailed to facilitate the

demonstration of the dynamics involved.

Proof:

The proof shown in [ Fer10] starts with the expression mr n and, assuming the right-

hand side of the implication, transforms it into (m� p)r n. To prove it using the tool,

the teacher starts by writing the theorem and recognising it . The next step is to copy

mr n. For that, the teacher selects it in the theorem above and copies it using the gesture

Check. The previous image shows the selection; the next image shows the writing of the

gesture:
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The result is:

Next, the hint for the next step is written. For that, the teac her selects the expression

pr n = 1 and uses theCheckgesture, once again, to copy:

Some textual justi�cation is added as well.

In this example, the proof format is handwritten without str ucture. Templates for the

proof format could be used, but currently writing text in the hints is not practical. More-

over, the example demonstrates that the system is �exible, i .e. the users are not forced

to create structure for everything they write. Now, the init ial expression mr n is se-

lected and copied:
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Next, the new copy is manipulated. For that, Leibnizis used to replace m by m� p. So,

m� p is selected:

and Leibnizis applied to m:

The result is:

The next step is to replace p by pr n. The expression is selected:
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and Leibnizapplied:

Although the structure obtained re�ects the correct preced ence, theLeibniz rule does

not add any brackets. At this stage, the teacher can add brackets to pr n to help the

students read the expression:

Brackets can also be added tom� (pr n):
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Next, the resulting expression is copied. First, the teacher selects it:

then copies it:

and, �nally, distributivity is applied:

The result is the following:
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The brackets surrounding the expression (m� p)r (m� n) are removed in two steps:

After removing the two sets of brackets, it is not possible to select the subexpression

(m� n)r n, because the expression(m� p)r (m� n) remains grouped. To proceed with

the calculation, the teacher has to ungroup it:
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After the ungroup, the three operands of r are in the same level of the expression's

tree. Now, the following step consists of replacing (m� n)r n by n. A way to write

the hint with structure consists in copying and changing the expression (m� p)r n =

mr n.First, it is selected:

then, it is copied to the hint and manipulated to obtain the fo llowing (the steps of this

manipulation were omitted, as they consist of simple substi tutions):

Next, the expression that was obtained in the previous step o f the calculation, is se-

lected:

165



A PPENDIX D: U SING THE CURRENT SYSTEM TO WRITE A PROOF

then, copied:

and, �nally, the hint is used to replace (m� n)r n by n:

Using Leibniz:

The �nal result is obtained and the proof is concluded. The com plete proof is as follows:
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Although the brackets in this example could bene�t from a bett er normalisation, the

author believes that this proof illustrates well the advant ages of having a structure

editor of handwritten mathematics for teaching. Not only th e steps are made easier,

but also the teacher can be sure that manipulation errors wil l be avoided, since the tool

will calculate the results of the manipulations for them.
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